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Abstract. In his seminal paper from 1936, Alan Turing introduced the concept of non-
computable real numbers and presented examples based on the algorithmically unsolvable
Halting problem. We describe a different, analytically natural mechanism for the appearance
of non-computability. Namely, we show that additive sampling of orbits of certain skew
products over expanding dynamics produces Turing non-computable reals. We apply this
framework to Brjuno-type functions to demonstrate that they realize bijections between
computable and lower-computable numbers, generalizing previous results of M. Braverman
and the second author for the Yoccoz-Brjuno function to a wide class of examples, including
Wilton’s functions and generalized Brjuno functions.

1. Introduction

In 1936, Alan Turing published a seminal paper [Tur36] which is rightly considered founda-
tional for modern computer science. The main subject of his paper, as seen from the title,
was a concept of a computable real number. Informally, such numbers can be approximated
to an arbitrary desired precision using some algorithm. Turing formalized the latter as a
Turing Machine (TM) which is now the commonly accepted theoretical model of computa-
tion. Appearing before actual computers, TMs can be somewhat cumbersome to describe,
but their computational power is equivalent to those of programs in a modern programming
language, such as Python, for instance. Let

D = {p2q, p, q ∈ Z}

denote the set of dyadic rationals. A number x ∈ R is computable if there exists a TM M ,
which has a single input n ∈ N and which outputs dn ∈ D such that

|x− dn| < 2−n.

The dyadic notation here is purely to support the intuition that modern computers operate
in binary; replacing 2−n with any other constructive bound, such as, for instance, n−1 would
result in an equivalent definition.

Since there are only countably many programs in Python, there are only countably many
computable numbers. Yet, it is surprisingly non-trivial to present an example of one. To this
end, Turing introduced an algorithmically unsolvable problem, now known as the Halting
Problem: determine algorithmically whether a given TM halts or runs forever. Turing showed
that there does not exist a programM whose input is another programM1 and whose output
is 1 if M1 halts, and 0 if M1 does not halt.
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From this, a non-computable real is constructed as follows. Let us enumerate all pro-
grams

M1,M2, ...,Mn, . . .

in some explicit way. For instance, all possible finite combinations of symbols in the Python
alphabet can be listed in the lexicographic order. Some of these programs will not run at
all (and thus halt by definition) but some will run without ever halting. Let the halting
predicate p(n) be equal to 1 if Mn halts and 0 otherwise.

Now, set

α =
∑
n≥1

p(n)3−n.

This number is clearly non-computable – an algorithm computing it could be used to deter-
mine the value of the halting predicate for every given n, and thus cannot exist.

It is worth noting a further property of α. Let us say that x ∈ R is left-computable if there
exists a TM M which outputs an increasing sequence

an ↗ x.

There are, again, only countably many left-computable numbers, and it is trivial to see that
computable numbers form their subset (a proper subset, as seen below). Right computability
is defined in the same way with decreasing sequences, and it is a nice exercise to show that
being simultaneously left- and right-computable is equivalent to being computable.

The non-computable number α is left-computable, as it is the limit of

αn =
∑

j≤n |Mj halts in at most n steps

3−j;

which can be generated by a program which emulates M1, . . . ,Mk for k steps to produce
αk.

Since Turing, examples of non-computable reals were typically constructed along similar
lines. In 2000’s, working on problems of computability in dynamics, M. Braverman and the
second author discovered that non-computability may be produced via an analytic expression
[BY09]. This expression came in the form of the Brjuno function B(θ) which was introduced
by J.-C. Yoccoz [Yoc96] to study linearization problems of irrationally indifferent dynamics.
We will discuss B(θ) and its various cousins in detail below, but let us give an explicit formula
here. For θ ∈ (0, 1) \Q, we have

B(θ) =
∑
n≥0

θ−1θ0θ1 · · · θn−1 log
1

θn
.

Here, θ−1 = 1, θ0 ≡ θ, and θi+1 is obtained from θi by applying the Gauss map x 7→ {1/x}.
Of course, for rational values of θ the summand will eventually turn infinite. The sum may
also diverge for an irrational θ, and yet can be shown to converge to a finite value for almost
all values in (0, 1).
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It is evident that if θ is computable then B(θ) is left-computable. Very surprisingly, this can
be reversed in the following way. Setting

y∗ ≡ inf{B(θ), θ ∈ (0, 1)},
for each left-computable y ∈ [y∗,∞), there exists a computable θ ∈ (0, 1) with B(θ) = y. The
Brjuno function can be seen as a “machine” mapping computable values in (0, 1) surjectively
onto left-computable values in [y∗,∞).

Moreover, there exists an explicit algorithm M̂ which, given a sequence an ↗ y, computes θ
such that B(θ) = y. Taking Turing’s non-computable α, as we saw above, there is an explicit

program to produce a sequence of rationals αn ↗ α. ”Feeding” the sequence αn to M̂ we
obtain an explicitly computable θ∗ for which B(θ∗) = α. This example demonstrates that
B(θ) is a natural analytic mechanism for producing non-computable reals.

The purpose of this paper is as follows. We distill the proof of the above result from [BY09],
where it is somewhat hidden in the considerations of complex dynamics and Julia sets.
Moreover, we generalize the result to cover other Brjuno-type functions which have previously
appeared in the mathematical literature, some of them 60 years before Yoccoz’s work and in
a completely different context. Our generalization describes the phenomenon in the language
of dynamical systems. As we will see, ergodic sampling of a particular type of dynamics with
suitable weights leads to non-computability.

Finally, for an even broader natural class of functions, which have also previously been
studied, and which do not quite fit the above framework, we prove a more general, albeit
weaker, non-computability result.

Acknowledgement. The authors would like to thank Stefano Marmi for sharing his insights
into Brjuno-like functions.

2. Preliminaries

2.1. Computable functions. The “modern” definition of a computable function requires
the concept of an oracle. Loosely speaking, an oracle for a real number x, for example, is a
user who knows x and, when queried by a TM, can input its value with any desired precision.
In the world of Turing Machines (as well as Python programs) an oracle may be conceived
as an infinite tape on which an infinite string of dyadic rationals is written (encoding, for
instance, a Cauchy sequence for x ∈ R) and which the program is able to read at will. Of
course, only a finite amount of information can be read off this tape each time. As well as
a real number, an oracle can be used to encode anything else which could be written on an
infinite tape, for instance, the magically obtained solution to the Halting Problem.

Formally, an oracle is a function ϕ : N → D. An oracle for x ∈ R satisfies

|ϕ(n)− x| < 2−n for all n ∈ N.
We say a TM Mϕ is an oracle Turing Machine if at any step of the computation, Mϕ can
query the value ϕ(n) for any n. We treat an oracle TM as a function of the oracle; that is,
we think of ϕ in Mϕ as a placeholder for any oracle, and the TM performs its computational
steps depending on the particular oracle it is given. We will talk about “querying the oracle”,
“being given the access to an oracle for x”, or just “given x”.
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We need oracle TMs to define computable functions on the reals. For S ⊂ R, we say that
a function f : S → R is computable if there exists an oracle TM Mϕ with a single input n
such that for any x ∈ S the following is true. If ϕ is an oracle for x, then upon input n, the
machine Mϕ outputs dn ∈ D such that

|f(x)− dn| < 2−n.

In other words, there is an algorithm which can output the value of f(x) with any desired
precision if it is allowed to query the value of x with an arbitrary finite precision.

The domain of the real-valued function plays an important role in the above definition. The
definition states that there is a single algorithm which, given x, works for every x ∈ S. We
will abbreviate this by saying that f is uniformly computable on S.

In the case when S is a singleton, S = {x0} we will say that the function f(x) is com-
putable at the point x0. Evidently, the weakest computability result and the strongest non-
computability result one can obtain in regards to real-valued functions is when the domain
is restricted to a single point.

It is worth making note of the following easy fact, whose proof we leave as an exercise:

Proposition 2.1. If f is uniformly computable on S then f is continuous on S.

Uniform left- or right- computability of functions is defined in a completely analogous
way.

2.2. Brjuno function and friends. Every irrational number θ in the unit interval admits
a unique (simple) continued fraction expansion:

[a1, a2, a3, . . .] ≡
1

a1 +
1

a2 +
1

a3 + . . .

∈ (0, 1) \Q,

where ai ∈ N. An important related concept is that of the Gauss map G : (0, 1] → [0, 1]
given by

G(x) =

{
1

x

}
;

it has the property
G([a1, a2, a3, . . .]) = [a2, a3, a4, . . .].

In what follows, for a function F , we denote F n its n-th iterate. For ease of notation, for
each j ∈ N let us define the function ηj : (0, 1) \ Q → (0, 1) \ Q as ηj(x) = Gj−1(x), so
that

ηj([a1, a2, a3, . . .]) = [aj, aj+1, aj+2, . . .].

We define Yoccoz’s Brjuno function, or for brevity just the Brjuno function [Yoc96] by

(2.1) B(x) =
∞∑
i=1

η0(x)η1(x) · · · ηi−1(x) · (− log(ηi(x))),
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where we set η0(x) = 1 for all x. Irrationals in (0, 1) for which B(x) < +∞ are known
as Brjuno numbers; they form a full measure subest of (0, 1). The original work of Brjuno
[Brj71] characterized Brjuno numbers using a different infinite series, whose convergence is
equivalent to that of (2.1).

The Brjuno condition has been introduced in the study of linearization of neutral fixed points.
The function B has an important geometric meaning in this context as an estimate on the
size of the domain of definition of a linearizing coordinate. It has a number of remarkable
properties, and has been studied extensively, see for instance [MMY97].

Intuitively, the condition B(x) < +∞ is a Diophantine-type condition; if x is a Diophantine
number then it can be shown that the series (2.1) is majorized by a geometric series. As
we have learned from a talk by S. Marmi [Mar22], similar expressions have appeared much
earlier in the theory of Diophantine approximation. Notably, in 1933 Wilton [Wil33] defined
the sums

W1(x) =
∞∑
i=1

η0(x)η1(x) · · · ηi−1(x) · (− log2(ηi(x))),(2.2)

W2(x) =
∞∑
i=1

(−1)i+1 · η0(x)η1(x) · · · ηi−1(x) · (− log(ηi(x)))(2.3)

which we will call the first and second Wilton functions respectively.

To illustrate, how different the application of Wilton’s functions is from the Brjuno function,
let us quote Wilton’s results. If we denote d(n) to be the number of divisors of a positive
integer n, Wilton showed that

∞∑
n=1

d(n)

n
cos 2πnx <∞ if and only if W1(x) <∞, and

∞∑
n=1

d(n)

n
sin 2πnx <∞ if and only if W2(x) <∞.

One important generalization of the simple continued fraction expansion of an irrational
number is the α-continued fraction expansion for α ∈ [1/2, 1]. Let Aα : [0, α] → [0, α] be the
map

Aα(0) = 0, Aα(s) =

∣∣∣∣1x −
⌊
1

x
− α + 1

⌋∣∣∣∣ , x ̸= 0.

By iterating this mapping, we define the infinite α-continued fraction expansion for any
x ∈ (0, α)−Q as follows. For n ≥ 0 we let

x0 = |x− ⌊x− α + 1⌋|, a0 = ⌊x− α + 1⌋, ε0 = 1,

xn+1 = Aα(xn) = An+1
α (x), an+1 =

⌊
1

xn
− α + 1

⌋
≥ 1, εn+1 = sgn(xn).
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Then we can write

x = [(a1, ε1), (a2, ε2), . . . , (an, εn), . . .] :=
ε0

a1 +
ε1

a2 +
ε2

a3 + . . .

∈ (0, α)−Q.

Note that when α = 1, we recover the standard continued fraction expansion.

Generalizations of the Brjuno function based on the above expansions have been studied, for
example, in [LMNN10]. There the authors considered the properties of the function

(2.4) Bα,u(x) =
∞∑
i=1

ηα,0(x)ηα,1(x) · · · ηα,i−1(x) · u(ηα,i(x)),

where ηα,0(x) = 1, ηα,j(x) = Aj−1
α (x), α ∈ [1/2, 1], j ≥ 1 is a generalization of ηj to alpha-

continued fraction maps, and u : (0, 1) → R+ is a C1 function such that

lim
x→0+

u(x) = ∞, lim
x→0+

x · u(x) <∞, lim
x→0+

x2 · u′(x) <∞.

A further generalized class {Bα,u,ν} of Brjuno functions is discussed in [BCM24] where the
last two conditions above are dropped and the term ηα,1(x)ηα,2(x) · · · ηα,i−1(x) is raised to
some power ν ∈ Z+:

(2.5) Bα,u,ν(x) =
∞∑
i=1

(ηα,0(x)ηα,1(x) · · · ηα,i−1(x))
ν · u(ηα,i(x)).

As shown in [BCM24]:

Proposition 2.2. For all α ∈ Q ∩ [1/2, 1], such functions Bα,u,ν are lower semi-continuous
and thus attain their global minima.

Note that if we take α = 1, ν = 1, and u = − log, we recover Yoccoz’s Brjuno function
discussed above; similarly, taking α = 1, ν = 1, and u = − log2 recovers the first Wilton
function W1. Note, however, that we cannot obtain W2 as a special case of Bα,u,ν .

3. Statements of the results

3.1. A general framework. We refer the readers to the survey [MMY06] which discusses
a cohomological interpretation of the Brjuno function and lays the groundwork for its gener-
alizations. Our discussion will be much less technical, yet essentially equivalent in the cases
we consider. It will yield a generalization which is (a) broad enough to include the relevant
examples we have quoted and (b) captures the essence of the non-computability phenome-
non discovered in [BY09]. This is achieved via the following framework. Suppose G(x) is a
piecewise-defined expanding mapping whose domain is an infinite collection of subintervals
of (0, 1) each of which is mapped surjectively over all of (0, 1). Let ψ : (0, 1) → R (in our
case, ψ(x) = xν), and consider the skew product dynamics given by

(3.1) F :

(
x
y

)
=

(
G(x)
ψ(x)y

)
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The class of functions F for which non-computability arises is produced by additive (ergodic)
sampling of orbits (xn, yn) of F using a suitable weight function u(x, y) ≡ u(x) with positive
values:

(3.2) F(x) =
∞∑
i=1

yn · u(xn).

It is worth noting that such a function is a formal solution of the twisted cohomological
equation

F − ψ · F ◦G = u.

As noted above, in our case we set

ψ(x) ≡ xν .

We will now need to make somewhat technical but straightforward general assumptions on
G and u.

Let G : (0, 1) → (0, 1) be a function which is C1 on a set S ⊆ (0, 1), with s0 := inf S,
s1 := supS. Suppose that for a countable collection of disjoint open intervals Ji = (ℓi, ri)
with ℓ1 > ℓ2 > · · · , we have S = J1 ⊔ J2 ⊔ J3 ⊔ · · · . Below we will denote Gi := G|Ji , so that
G−1
i : (s0, s1) → Ji is the unique branch of G−1 mapping into Ji. We assume G satisfies the

following criteria.

(i) G(Ji) = (s0, s1) for each i.

(ii) |G′| > 1, and additionally there exist τ > 1, σ > 1, and κ ∈ Z such that if we let

τi,1 := inf
x∈Ji

|G′(x)| , τi,κ := inf
x∈Ji

|(Gκ)′(x)| ,

then we have both τ−1
i,1 < ℓi · σ and τ−1

i,κ < ℓi · τ−1 for all i. In particular, since
ℓi ≤ s1 < 1, this means that |(Gκ)′(x)| > τ for all x ∈ (s0, s1).

(iii) G1 is decreasing on J1.

(iv) Let φ be the unique fixed point of G1, and let δG(N) := G−1
N (φ) − G−1

N+1(φ) > 0.
Then there is some constant D > 0 such that for all N ∈ Z+,

rN+1

ℓN+1

· rN − ℓN+1

δG(N)
< D.

(v) We have
ri − ℓi
ℓ2i

< D for some constant D > 0 independent of i.

(vi) G is computable on its domain.

(vii) g(i) :=
ri
ℓi+1

− 1 → 0 as i → ∞. Note that since g is positive and bounded from

above, there is some constant mg > 0 for which 0 < g(i) ≤ mg.
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It is easy to show that properties (i) and (ii) imply that G restricted to the set Λ =⋂∞
j=0G

−j((s0, s1)) is topologically conjugate to the full shift over the alphabet of positive

integers Z+. As such we can write any x ∈ Λ as its symbolic representation x = [a1, a2, . . .],
where Gj−1(x) ∈ Jaj . In this notation, φ above can be written as [1, 1, 1, . . .]. By (iii) we
have φ < s1, from which it is straightforward to check that we indeed have δG(N) > 0 in
(iv). For convenience, for j ∈ Z+ we will denote ηj : Λ → Λ, ηj = Gj−1, so that

ηj([a1, a2, . . .]) = [aj, aj+1, . . .].

Henceforth we will assume G is restricted to Λ.

Now, let u : (s0, s1) → R+ be a C1 function satisfying the following:

(i) limx→s+0
u(x) = ∞.

(ii) If s1 = 1, then lim infN→∞ infz,w∈(s0,s1)
u ◦G−1

1 ◦G−1
N (z)

u ◦G−1
1 ◦G−1

N (w)
> 0.

(iii) There is some C > 0 such that |u′(x)| < C

(x− s0)2
for all x ∈ (s0, s1).

(iv) u is computable on numbers [a1, a2, . . .] such that al = 1 for all l > l0 for some integer
l0.

(v) u is left-computable on all of Λ.

In what follows, for any ν > 0 we define the generalized Brjuno function to be

Φ(x) :=
∞∑
i=1

(η0(x) · · · ηi−1(x))
ν · u(ηi(x)),

where x = [a1, a2, . . .] ∈ Λ.

We note:

Theorem 3.1. The following functions restricted to their corresponding sets Λ fall under
the definition of a generalized Brjuno function given above:

• Yoccoz’s Brjuno function B (2.1).

• The first Wilton function W1 (2.2).

• The functions Bα,u,ν (2.5) under the additional assumptions of (ii)-(v) on u. For
example, taking G = Aα for α ∈ [1/2, 1] and u(x) to be any of logn(1/x) for n ∈ Z
or x−1 yields a generalized Brjuno function.

Let us postpone the proof to § A.1 in the Appendix, and proceed to formulating the re-
sults.
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3.2. Main results.

Theorem 3.2. Let x∗ be a computable real number in Λ with the property y∗ = Φ(x∗) < +∞.
There exists an oracle TM Mϕ with a single input n ∈ N such that the following holds.
Suppose y ∈ [y∗,+∞) and

ϕ(n) = yn ↗ y.

Then Mϕ outputs dn such that

|dn − x| < 2−n for x ∈ Λ such that Φ(x) = y.

As a corollary:

Corollary 3.3. If y ∈ [y∗,+∞) is left computable then there exists a computable x ∈ Λ with

Φ(x) = y.

In fact, it is clear from the proof of Theorem 3.2 that countably many such x ∈ Λ exist.

As was shown in [BM12], the Brjuno function B attains its global maximum at

w∗ =

√
5− 1

2
= [1, 1, 1, . . .].

Therefore:

Corollary 3.4. If y ∈ [B(w∗),+∞) is left computable then there exists a computable x ∈
(0, 1) with

B(x) = y.

4. Proof of Theorem 3.2

4.1. Three main lemmas. It will be helpful to first outline the general strategy for the
proof of Theorem 3.2. We are given a computable sequence {yn} converging upwards to
some left-computable y, and we must find a computable x ∈ (s0, s1) for which y = Φ(x).
This is done by starting with some γ0 ∈ (s0, s1) and iteratively modifying the symbolic
representation of γk to ”squeeze” Φ(γk) to be in the interval (Φ(γs+k)−2−kε,Φ(γs+k)+2−kε)
for some positive integer s. Passing to the limit, we obtain x = γ∞ for which Φ(x) = y as
needed.

To ensure this strategy works, we need ways of carefully controlling the value of Φ(γ) from
the symbolic representation of γ. This role is played by Lemmas 4.1, 4.2, and 4.3 below,
which are analogous to Lemmas 5.18, 5.19, and 5.20 respectively in [BY09] and whose proofs
are in the subsection A.2 in the Appendix.

Lemma 4.1. For any initial segment I = [a1, a2, . . . , an], write ω = [a1, a2, . . . , an, 1, 1, 1, . . .].
Then for any ε > 0, there is an m > 0 and an integer N such that if we write βN =
[a1, a2, . . . , an, 1, 1, . . . , 1, N, 1, 1, . . .], where the N is located in the (n+m)-th position, then

Φ(ω) + ε < Φ(βN) < Φ(ω) + 2ε.
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In the appendix, this Lemma will be proven under the slightly weaker assumptions used in
section 5. Also, it is clear from the proof that m can be taken arbitrarily large.

Lemma 4.2. With ω as above, for any ε > 0 there is an m0 > 0, which can be computed
from (a0, a1, . . . , an) and ε, such that for any m ≥ m0 and any tail I = [an+m, an+m+1, . . .]
we have

Φ(βI) > Φ(ω)− ε

where
βI = [a1, a2, . . . , an, 1, 1, . . . , 1, an+m, an+m+1, . . .].

Lemma 4.3. Let ω = [a1, a2, . . .] be such that Φ(ω) <∞. Write ωk = [a1, a2, . . . , ak, 1, 1, . . .].
Then for every ε > 0 there is an m such that for all k ≥ m,

Φ(ωk) < Φ(ω) + ε.

We proceed with proving Theorem 3.2.

4.2. The proof. We first require a few preliminary results.

Proposition 4.4. Let m0 > 0 be an integer. Then there exists an oracle TM which, given
access to a number x = [a1, a2, . . .] ∈ Λ such that am = 1 for m > m0, computes Φ(x).

Proof. Let φ = [1, 1, 1, . . .]. For any x we have

Φ(x) =

m0∑
i=1

(η0(x) · · · ηi−1(x))
ν · u(ηi(x)) +

∞∑
i=m0+1

(φν)n−1 · u(φ)

=

m0∑
i=1

(η0(x) · · · ηi−1(x))
ν · u(ηi(x)) +

φν·m0

1− φν
· u(φ).

Since u is computable on each number ηi(x) whose symbolic representation ends in all ones
by assumption (iv) on u, and each ηj is computable on all of Λ by assumption (vi) on G,
there is an oracle TM which, given access to x, computes the sum on the left to an arbitrary
precision. The construction of this oracle TM is independent of x, and depends only on
m0. Additionally, since φ also ends in all ones there is a TM which computes the value
of the term on the right to an arbitrary precision, also depending only on m0. Combining
these Turing Machines in the obvious way we obtain an oracle TM which, given access to x,
computes Φ(x) to an arbitrary precision. □

Lemma 4.5. Given an initial segment I = [a0, a1, . . . , an] and m0 > 0, write
ω = [a0, a1, . . . , an, 1, 1, . . .]. Then for all ε > 0, we can uniformly compute m > m0 and
t, N ∈ Z+ such that if we write β = [a0, a1, . . . , an, 1, 1, . . . , 1, N, 1, 1, . . .], where N is in the
(n+m)-th position, we have:

(4.1) Φ(ω) + ε < Φ(β) < Φ(ω) + 2ε,

and for any γ = [a0, a1, . . . , an, 1, 1, . . . , 1, N, 1, . . . , 1, cn+m+t+1, cn+m+t+2, . . .], we have

(4.2) Φ(γ) > Φ(ω)− 2−n.
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Proof. We will first show that such m,N exist, then give an algorithm to compute them. Let
ε > 0 be given. By Lemma 4.1, there exists m (and we can make m > m0) and ∃N ∈ Z+

such that
Φ(ω) + ε < Φ(β) < Φ(ω) + 2ε.

Taking I ′ = [a0, a1, . . . , an, 1, 1, . . . , 1, N ] and ω′ = β, applying Lemma 4.2 with ε′ = 2−n we
get t0 > 0 which can be computed from (a0, a1, . . . , an, 1, 1, . . . , 1, N) such that for all t ≥ t0
and any tail I = [cn+m+t+1, cn+m+t+2, . . .] we have

Φ(γ) > Φ(ω′)− 2−n = Φ(β)− 2−n > Φ(ω)− 2−n

as needed.

Since ω, β have symbolic representations ending in all ones, for any specific m,N we can
compute Φ(ω) and Φ(β) by Proposition 4.4. So, we can find the required m,N by enumer-
ating all pairs (m,N) and exhaustively checking equations (4.1), (4.2) for each of them. We
know that we will eventually find a pair for which these equations hold. Once we have m
and N , we can use Lemma 4.2 to compute t. □

Lemma 4.6. The infimum Φ(x∗) of Φ(x) over all x ∈ Λ is equal to the infimum over the
numbers whose symbolic representations have only finitely many terms that are not 1:

Φ(x∗) = inf
x=[a1,a2,...,ak,1,1,...]

Φ(x).

Proof. Let ε > 0 be given. By definition of infimum, there exists x = [a1, a2, . . .] such that

Φ(x) < Φ(x∗) +
ε

2
.

Write xk = [a1, a2, . . . , ak, 1, 1, . . .]. By Lemma 4.3, there exists m such that for k ≥ m,

Φ(xk) < Φ(x) +
ε

2
.

Thus Φ(xk) < Φ(x∗) + ε, so we can make Φ(xk) as close to Φ(x∗) as we need. □

Now, we are given
yn ↗ y, y ∈ [y∗,+∞).

The case of y = y∗ is trivial, so we suppose y > y∗. Then there is an s and an ε > 0 such
that

ys > Φ(x∗) + 2ε.

By Lemma 4.6, there exists γ0 = [a1, a2, . . . , an, 1, 1, . . .] such that

ys − ε < Φ(γ0) < ys −
ε

2
.

We will now give an algorithm for computing a number x ∈ Λ for which Φ(x) = lim ↗ yn = y,
which would complete the proof of Theorem 3.2. The algorithm works as follows. At state
k it produces a finite initial segment Ik = [a0, . . . , ak] such that the following properties
hold:

(1) I0 = [a1, a2, . . . , an].
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12 IVAN O. SHEVCHENKO AND MICHAEL YAMPOLSKY

(2) Ik has at least k terms, i.e. mk ≥ k.

(3) For each k, Ik+1 is an extension of Ik.

(4) For each k, define γk = [Ik, 1, 1, . . .]. Then

ys+k − 2−kε < Φ(γk) < ys+k − 2−(k+1)ε.

(5) For each k, Φ(γk) > Φ(γk+1).

(6) For each k and any extension β = [Ik, bmk+1, bmk+2, . . .], we have

Φ(β) > Φ(γk)− 2−k.

The first three properties are easy to verify. The last three are checked using Lemma 4.5.
By this Lemma we can increase Φ(γk−1) by any given amount, possibly in more than one
step, by extending Ik−1 to Ik. Thus if we have

ys+k−1 − 2−(k−1)ε < Φ(γk−1) < ys+k−1 − 2−kε,

by virtue of {as+k}∞k=1 being non-decreasing we have both

ys+k−1 − 2−(k−1)ε < ys+k − 2−kε and ys+k−1 − 2−kε < ys+k − 2−(k+1)ε.

So, we can increase Φ(γk−1) by such a fine amount that

ys+k − 2−kε < Φ(γk) < ys+k − 2−(k+1)ε,

satisfying the fourth and fifth properties. In performing this fine increase, we have used the
fact that the ys+k’s are computable. The last property is satisfied by Lemma 4.5 (4.2).

Denote

x = lim
k→∞

γk.

The symbolic representation of x is the limit of the initial segments Ik. This algorithm gives
us at least one term of the symbolic representation of x per iteration, and hence we would
need at most O(n) iterations to compute x with precision 2−n. The initial segment of γ0 can
also be computed as in the proof of Lemma 4.5. It remains to show that x is the number we
are after.

Lemma 4.7. We have Φ(x) = y.

Proof. Taking limits on all sides of (4), we get

lim
k→∞

Φ(γk) = lim
k→∞

yk = y.

It remains to show limk→∞Φ(γk) = Φ(x). As in Proposition 4.4, denote x = [a1, a2, . . .]
and let αk = [ak, ak+1, . . .], α0 = 1. Let φ = [1, 1, 1, . . .], and additionally for any number
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ξ = [b1, b2, . . .] ∈ Λ denote (ξ)k = [bk, bk+1, . . .]. We have

Φ(x) = lim
k→∞

(
mk∑
n=1

α0α1 · · ·αn−1 · u(αn)

)

≤ lim
k→∞

(
mk∑
n=1

α0α1 · · ·αn−1 · u(αn) +
∞∑

n=mk+1

φn−1 · u(φ)

)
= lim

k→∞
Φ(γk).

Additionally, taking limits on both sides of (6) with β = x yields

lim
k→∞

Φ(γk) ≤ Φ(x),

therefore limk→∞Φ(γk) = Φ(x). □

This concludes the proof of Theorem 3.2.

5. Generalized non-computability result

5.1. Modified assumptions. We will now prove a non-computability result about a slightly
more broad class of generalized Brjuno functions than the one considered in section 5. For
this result we require all the assumptions on G except (v) and (vi), and on u we require only
assumption (i) together with a slightly weaker variation of assumption (iii):

(iii′) There is some C > 0 such that u′(x) <
C

(x− s0)2
for all x ∈ (s0, s1).

We can additionally allow for more flexibility in the definition of the generalized Brjuno
function by adding a ”sign” term:

Φ(x) :=
∞∑
i=1

s(i) · (η0(x) · · · ηi−1(x))
ν · u(ηi(x)),

where ν > 0 as before and s(i) ∈ {−1, 1}.

Theorem 5.1. The following functions restricted to their corresponding sets Λ fall under
the definition of a generalized Brjuno function given above:

• Yoccoz’s Brjuno function B (2.1).

• The first Wilton function W1 (2.2) and the second Wilton function W2 (2.3).

• The functions Bα,u,ν (2.5) under the additional assumption of (iii′) on u. As before,
taking G = Aα for α ∈ [1/2, 1] and u(x) to be any of logn(1/x) for n ∈ Z or x−1

yields a generalized Brjuno function.

The proof is completely analogous to the proof of Theorem 3.1 and will be omitted.
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14 IVAN O. SHEVCHENKO AND MICHAEL YAMPOLSKY

5.2. Noncomputability result. We proceed with the main result of this section, which
concerns computability of the function Φ as opposed to computability of real numbers.

Theorem 5.2. There exists a number x ∈ Λ for which Φ(·) as defined above is not computable
at x.

Without loss of generality, we will assume in what follows that the sign term s(i) = 1
infinitely often (otherwise, just replace Φ with −Φ).

As before, it will be instructive to first go over the strategy of the proof. This outline is
rough and is not fully logically sound, however it captures the main idea of the argument.
To prove a function is non-computable at a single point x, it suffices to enumerate all oracle
TMs Mϕ

i , i ∈ N (recall that there are countably many oracle TMs), and show that if ϕ is

any oracle of x then Mϕ
i does not approximate Φ(x) arbitrarily well.

We start with x0 = [1, 1, 1, . . .] and the first TM Mϕ
n1

in our enumeration which computes
x0. If any of the digits aj in the symbolic representation of x0 are changed to some N ∈ Z+,
as N → ∞ the series Φ(x) diverges. However, if we change some digit aj far enough in the
representation of x0, for any N the new value of x0 changes by at most some fixed small
amount εj which goes to 0 as j → ∞. So, the idea is define x1 from x0 by changing aj1 for
large enough j1 to some large enough N1, such that if Mϕ

n1
is given an oracle for x1 then it

does not properly compute Φ(x1), which in some sense ”fools” the oracle TM Mϕ
n1
. To fool

the machineMϕ
n2

we then change a digit j2 > j1 sufficiently far in the symbolic representation

of x1 to a large N2 to get x2, in such a way that neither Mϕ
n2

nor any other Mϕ
k for k < n2

properly compute Φ(x2). Continuing in this manner we will arrive at a limiting number

x∞ ∈ Λ, with Φ(x∞) < ∞ and such that none of the oracle TMs Mϕ
i in our list properly

compute x∞.

As in the proof of Theorem 4.3, we will need to carefully control the value of Φ(x) from the
symbolic expansion of x. For the proof of Theorem 5.2 we only need Lemma 4.1 from the
previous section, which is proven in the appendix under the weaker assumptions on Φ used
in this section.

For the below proofs, we will say Φ(x) is computable at x if there exists a Turing Machine
Mϕ such that if ϕ is an oracle for x, then on input n, Mϕ outputs some y′ for which
|Φ(x)−y′| ≤ 2−n. This definition uses ”≤” instead of the ”<” which is used in the definition
given in section 2, but it is easy to see that the two definitions are equivalent.

Before starting the proof, we need the following elementary fact.

Lemma 5.3. Write any number in Λ as ω = [a1, a2, . . .]. For any ε > 0, there is an L > 0
for which n > L implies that for any sequence of natural numbers (N0, N1, . . .),

|ω − [a1, a2, . . . , an−1, N0, N1, . . .]| < ε.
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Proof. Let M > 0 be large enough that
s1 − s0
τM

< ε and let L = κ ·M , where κ, τ are from

assumption (ii) on G. Noting that

ω, [a1, a2, . . . , an−1, N0, N1] ∈ (G−1
a1

◦G−1
a2

◦ · · · ◦G−1
an−1

)((s0, s1))

and |(Gai+κ−1
◦Gai+κ−2

◦· · ·◦Gai)
′(θ)| > τ > 1 =⇒ |(G−1

ai
◦G−1

ai+1
◦· · ·◦G−1

ai+κ−1
)′(θ)| < 1

τ
< 1,

as well as |(G1
ai
)′(θ)| < 1 from (ii), we have

length((G−1
a1

◦ · · · ◦G−1
an−1

)((s0, s1)))

≤

(
M−1∏
i=0

sup
θ∈Λ

|(G−1
aiκ+1

◦ · · · ◦G−1
aiκ+κ

)′(θ)|

)
·

(
n−1∏

j=L+1

sup
θ∈Λ

|(G−1
aj
)′(θ)|

)
· (s1 − s0) <

s1 − s0
τM

< ε.

□

In particular, we have the following:

Corollary 5.4. For ω = [a1, a2, . . .] as above, for any ε > 0, there is an L > 0 for which
n > L implies that ∀N ∈ N,

|ω − [a1, a2, . . . , an−1, N, an+1, . . .]| < ε.

Before proceeding to the proof of the main result, we first define some notation. For any
xi = [ai1, a

i
2, . . .] let η

i
k = [aik, a

i
k+1, . . .], noting that

Φ(xi) =
∞∑
n=1

s(i) ·
(
ηi0η

i
1 · · · ηin−1

)ν · u(ηin)
where ν, ρ > 0 and s(i) ∈ {−1, 1} with s(i) = 1 infinitely often. Let

f(i, k) =
k∑

n=1

s(i) ·
(
ηi0η

i
1 · · · ηin−1

)ν · u(ηin),
noting that limk→∞ f(i, k) = Φ(xi).

5.3. Proof of Theorem 5.2. We will first show inductively that there exist:

• nested initial segments I1 ⊆ I2 ⊆ . . ., where each Ii has length pi;

• for each i = 1, 2, . . ., positive integers N i and mi;

• positive integers k1 < k2 < · · · and l1 < l2 < · · · and â1 < â2 < · · · and n(0) <
n(1) < n(2) < · · · , positive real numbers ε̂1 > ε̂2 > · · · , and oracles ϕ0, ϕ1, . . .;

such that if we let xi = [Ii, 1, . . . , 1, N
i, 1, . . .] for i ∈ Z+, where N i is in the (mi + pi)-th

position, then we have the following:

(1) ϕi is an oracle for xi such that |ϕi(n)− xi| < 2−(n+1) for all n.
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(2) ϕi agrees with the oracle ϕj−1 on inputs 1, 2, . . . , kj for j = 1, 2, . . . , i.

(3) Running Mϕi
li
(1),Mϕi

li
(2), . . . ,Mϕi

li
(âi) queries ϕi with parameters not exceeding ki.

(4) Running Mϕi
li
(âi) yields a number Ali for which

Ali + 2−âi ≤ Φ(xi−1) + 2−âi+1 < Φ(xi) < Φ(xi−1) + 2 · 2−âi+1.

(5) Running Mϕi
lj
(âj) for j = 1, 2, . . . , i yields a number Blj for which Blj +2−âj < Φ(xi).

(6) The TMs Mϕi
k for k ∈ {1, . . . , li} all do not properly compute Φ(xi); in particular,

they all compute Φ(xi) with an error of at least ε̂i.

(7) For k ≥ n(i), we have |f(i, k)− Φ(xi)| < 2−i.

(8) For k = 1, 2, . . . , n(i− 1), we have |f(i, k)− f(i− 1, k)| < 2−i.

5.3.1. Base case. There are countably many oracle Turing MachinesMϕ, where ϕ represents
an oracle for x, so we can order them as Mϕ

1 ,M
ϕ
2 , . . .. Let x0 = [1, 1, 1, . . .]. Given an

oracle ϕ0 for x0 such that |ϕ0(n
′) − x0| < 2−(n′+1) for all n′, let Mϕ0

l1
be the first TM to

compute Φ(x0) (if no such TM exists, we are done). Since this is the first such TM, all of

Mϕ0
1 ,Mϕ0

2 , . . . ,Mϕ0
l1−1 do not properly compute Φ(x0), so there are integers a1, a2, . . . , al1−1

and small positive real numbers ε1, ε2, . . . , εl1−1 for which M
ϕ0
k (ak) outputs some number Ak

with |Ak − Φ(x0)| > 2−ak + εk. Set ε̂1 = min(ε1, . . . , εl1−1); choose n̂1 large enough so that
2−n̂1+2 < ε̂1/2, and set â1 = max(a1, . . . , al1−1, n̂1).

Run Mϕ0
l1
(â1) with the oracle ϕ0. This TM outputs a number Al1 for which |Al1 − Φ(x0)| ≤

2−â1 . Since the computation is performed in finite time, there is a k1 > 0 such that ϕ0

is only queried with parameters not exceeding k1. We assume k1 is large enough that the
computations Mϕ0

l1
(k) query ϕ0 for parameters not exceeding k1 for k = 1, 2, . . . , â1 − 1.

Setting n(0) = 1, we additionally make k1 large enough such that for any x1 with |x1−x0| <
2−(k1+1) we have

|f(1, 1)− f(0, 1)| =
∣∣u(η11)− u(η01)

∣∣ = |u(x1)− u(x0)| < 2−1

by continuity of u(·). Hence (8) is satisfied.

Now for any x1 such that |x1 − x0| < 2−(k1+1), ϕ0 is a valid oracle for x1 up to parameter
value k1. In particular, we can create an oracle ψ for x1 which agrees with ϕ0 on 1, 2, . . . , k1.
Then the execution ofMϕ0

l1
(â1) will be identical to that ofMψ

l1
(â1), so it will output the same

value Al1 which is a 2−â1-approximation for Φ(x0).

Applying Corollary 5.4 with ε = 2−(k1+1), we get L1 > 0 such that

∀m1 > L1, ∀N1 ∈ N, |βN1 − x0| < 2−(k1+1),

where βN1 has all ones except an N1 at the (m1 + 1)-th position. Applying Lemma 4.1 with
I1 = [1] and ε = 2−â1+1, and making sure the integer m = m1 we get from this Lemma
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satisfies m1 > L1, we get some βN1 = βN1
1 for which

∃N1 ∈ N such that |βN1
1 − x0| < 2−(k1+1) [since m1 > L1]

yet

Φ(x0) + 2−â1+1 < Φ(βN1
1 ) < Φ(x0) + 2 · 2−â1+1,

where βN1
1 has all ones except an N1 at the (m1 + 1)-th position. Let x1 = βN1

1 , and let
ϕ1 = ψ be the oracle for x1 which agrees with ϕ0 on 1, 2, . . . , k1 and which additionally
satisfies |ϕ1(n) − x1| < 2−(n+1) for all n. This oracle ϕ1 satisfies (1) and (2). As previously

stated, the execution ofMϕ0
l1
(â1) is identical to that ofM

ϕ1
l1
(â1), so the output will be the same

number Al1 such that |Al1 − Φ(x0)| ≤ 2−â1 . By construction, Mϕ1
l1
(1),Mϕ1

l1
(2), . . . ,Mϕ1

l1
(â1)

only query ϕ1 with parameters not exceeding k1, satisfying (3). But then by the above
work

Al1 + 2−â1 ≤ Φ(x0) + 2−â1 + 2−â1 = Φ(x0) + 2−â1+1 < Φ(x1),

satisfying (4) and also (5) by taking Bl1 = Al1 . Thus M
ϕ1
l1
(â1), where ϕ1 is an oracle for x1,

does not approximate Φ(x1) with precision 2−â1 , so this TM does not properly compute this

number. Additionally, note that Mϕ1
k also does not compute Φ(x1) for k = 1, 2, . . . , l1 − 1.

Running Mϕ1
k (ak) is identical to running Mϕ0

k (ak) by our choice of k1 in the construction of

ϕ1, so M
ϕ1
k (ak) outputs a number Bk for which |Bk − Φ(x0)| > 2−ak + εk. Since

|Φ(x1)− Φ(x0)| < 2−â1+2 <
ε̂1
2

≤ εk
2
,

we have

|Bk − Φ(x1)| ≥ |Bk − Φ(x0)| − |Φ(x0)− Φ(x1)| > (2−ak + εk)−
εk
2

= 2−ak +
εk
2
> 2−ak ,

satisfying (6). To show (7), note that limk→∞ f(1, k) = Φ(x1) is finite, so there is some large
enough n(1) for which k ≥ n(1) implies |f(1, k)− Φ(x1)| < 2−1 as required.

5.3.2. Induction step. Now inductively, suppose there exist the following:

• nested initial segments I1 ⊆ . . . ⊆ Ii−1, where each Ij has length pj;

• for each j = 1, 2, . . . , i− 1, positive integers N j and mj;

• positive integers k1 < k2 < · · · < ki−1 and l1 < l2 < · · · < li−1 and â1 < â2 < · · · <
âi−1 and n(0) < n(1) < · · · < n(i − 1), positive real numbers ε̂1 > ε̂2 > · · · > ε̂i−1,
and oracles ϕ0, ϕ1, . . . , ϕi−1;

such that if we let xj = [Ij, 1, . . . , 1, N
j, 1, . . .] for j = 1, 2, . . . , i − 1, where N j is in the

(mj + pj)-th position, then we have the following:

(1) ϕj is an oracle for xj such that |ϕj(n)− xj| < 2−(n+1) for all n.

(2) ϕi−1 agrees with the oracle ϕj−1 on inputs 1, 2, . . . , kj.

(3) Running M
ϕj
lj
(1),M

ϕj
lj
(2), . . . ,M

ϕj
lj
(âj) queries ϕj with parameters not exceeding kj.
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(4) Running M
ϕj
lj
(âj) yields a number Alj for which

Alj + 2−âj ≤ Φ(xj−1) + 2−âj+1 < Φ(xj) < Φ(xj−1) + 2 · 2−âj+1.

(5) Running M
ϕi−1

lj
(âj) yields a number Blj for which Blj + 2−âj < Φ(xi−1).

(6) The TMs M
ϕi−1

k for k ∈ {1, . . . , li−1} all do not properly compute Φ(xi−1); in partic-
ular, they all compute Φ(xi−1) with an error of at least ε̂i−1.

(7) For k ≥ n(i− 1), we have |f(i− 1, k)− Φ(xi−1)| < 2−(i−1).

(8) For k = 1, 2, . . . , n(i− 2), we have |f(i− 1, k)− f(i− 2, k)| < 2−(i−1).

Let M
ϕi−1

li
be the first TM, with some li > li−1 and with ϕi−1 being the oracle for xi−1

from the induction hypothesis, which computes Φ(xi−1). We want to find an initial segment
Ii ⊇ Ii−1 of some length pi, positive integers N

i,mi, ki > ki−1, âi > âi−1, n(i) > n(i− 1), and
an oracle ϕi for xi such that (1)-(8) are satisfied for i instead of i− 1. It would follow from

(5) and (6) that none of Mϕi
1 ,M

ϕi
2 , . . . ,M

ϕi
li

properly compute Φ(xi).

Since M
ϕi−1

li
is the first such TM with li > li−1, combined with (6) from the induction

hypothesis we get that all of M
ϕi−1

1 ,M
ϕi−1

2 , . . . ,M
ϕi−1

li−1 do not properly compute Φ(xi−1). So,
there are integers a1, a2, . . . , ali−1 and small positive real numbers ε1, ε2, . . . , εli−1 < ε̂i−1

for which M
ϕi−1

k (ak) outputs some number Ak with |Ak − Φ(xi−1)| > 2−ak + εk. Set ε̂i =
min(ε1, . . . , εli−1), choose n̂i large enough so that 2−n̂i+2 < ε̂i/2

i, and set
âi = max(a1, . . . , ali−1, âi−1, n̂i).

When run, the TM M
ϕi−1

li
(âi) outputs a number Ali for which |Ali − Φ(xi−1)| ≤ 2−âi . The

computations M
ϕj
lj
(1),M

ϕj
lj
(2), . . . ,M

ϕj
lj
(âi) are performed in finite time, so there is a ki > 0

such that ϕi−1 is only queried with parameters not exceeding ki for all of these computations;
we can make ki arbitrarily large, so assume ki > ki−1. We additionally make ki large enough
such that for any xi with |xi − xi−1| < 2−(ki+1) and any k = 1, 2, . . . , n(i− 1), we have

|f(i, k)− f(i− 1, k)|

=

∣∣∣∣∣
k∑

n=1

s(i) ·
(
ηi0η

i
1 · · · ηin−1

)ν · u(ηin)− k∑
n=1

s(i) ·
(
ηi−1
0 ηi−1

1 · · · ηi−1
n−1

)ν · u(ηi−1
n )

∣∣∣∣∣ < 2−i.

We can do this because the sums are finite and have continuous dependence on xi, since u
and G are C1 on the set S (from the definition of G). Hence (8) is satisfied.

Now, for any xi such that |xi− xi−1| < 2−(ki+1), ϕi−1 is a valid oracle for xi up to parameter
value ki. In particular, we can create an oracle ψ for xi which agrees with ϕi−1 on 1, 2, . . . , ki
and so that |ψ(n)− xi| < 2−(n+1) for all n. Then the execution of M

ϕi−1

li
(âi) will be identical

to that of Mψ
li
(âi), so it will output the same number Ali which is a 2−âi-approximation for

Φ(xi−1).
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Applying Corollary 5.4 with ε = 2−(ki+1), we get Li > 0 such that

∀mi > Li, ∀Ni ∈ N, |βNi − xi−1| < 2−(ki+1),

where βNi = [Ii−1, 1, . . . , 1, Ni−1, 1, . . .] agrees with xi−1 at all entries except having an
Ni−1 instead of a 1 at the (mi−1 + pi−1)-th position. Applying Lemma 4.1 with Ii =
[Ii−1, 1, . . . , 1, Ni−1] (where Ni−1 is at the (mi−1 + pi−1)-th position) and ε = 2−âi+1, and
making sure the integer m = mi we get from this Lemma satisfies mi > Li, we get some
βNi = βNi

i for which

∃Ni ∈ N such that |βNi
i − xi−1| < 2−(ki+1) [since mi > Li]

yet

Φ(xi−1) + 2−âi+1 < Φ(βNi
i ) < Φ(xi−1) + 2 · 2−âi+1.

Let xi = βNi
i , and let ϕi = ψ be the oracle for xi which agrees with ϕi−1 on 1, 2, . . . , ki. This

ϕi satisfies (1) and (2). As previously stated, the execution of M
ϕi−1

li
(âi) is identical to that

of Mϕi
li
(âi), so the output will be the same number Ali such that |Ali − Φ(xi−1)| ≤ 2−âi . By

construction, Mϕi
li
(1),Mϕi

li
(2), . . . ,Mϕi

li
(âi) only query ϕi with parameters not exceeding ki,

satisfying (3). But then by the above work we have

Ali + 2−âi ≤ Φ(xi−1) + 2−âi + 2−âi = Φ(xi−1) + 2âi+1 < Φ(xi) < Φ(xi−1) + 2 · 2−âi+1,

satisfying (4). Thus Mϕi
li
(âi), where ϕi is an oracle for xi, does not compute Φ(xi) with

precision 2−âi , so it does not properly compute this number. But now since ϕi agrees with
ϕi−1 on 1, 2, . . . , ki, by (2) of the induction hypothesis we have that it agrees with ϕj−1 on

1, 2, . . . , kj for j = 1, 2, . . . , i. By (3) of the induction hypothesis, running M
ϕj
lj
(âj) queries

ϕj with parameters not exceeding kj ≤ ki, hence the execution of M
ϕj
lj
(âj) is identical to

that of Mϕi
lj
(âj) for all j. Therefore by (4), running Mϕi

lj
(âj) gives a number Blj = Alj such

that

Blj + 2−âj ≤ Φ(xj−1) + 2âj+1 < Φ(xj) < Φ(xj+1) < . . . < Φ(xi).

Hence (5) is satisfied.

Now, note that Mϕi
k also does not compute Φ(xi) properly for k = 1, 2, . . . , li − 1. Running

Mϕi
k (ak) is identical to running M

ϕi−1

k (ak) by our choice of ki in the construction of ϕi, so

Mϕi
k (ak) outputs a number Bk for which |Bk − Φ(xi−1)| > 2−ak + εk. Since

|Φ(xi)− Φ(xi−1)| < 2−âi+2 <
ε̂i
2i

≤ εk
2
,

we have

|Ak − Φ(xi)| ≥ |Ak − Φ(xi−1)| − |Φ(xi−1)− Φ(xi)| > (2−ak + εk)−
εk
2

= 2−ak +
εk
2
> 2−ak ,

satisfying (6). Finally, it remains to show (7) for i. Note that limk→∞ f(i, k) = Φ(xi) is
finite, so there is some n(i) > n(i − 1) for which k ≥ n(i) implies |f(i, k) − Φ(xi)| < 2−i as
required. This completes the induction.
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5.3.3. Finalizing the argument. Let [a1, a2, . . .] = x∞ = limi→∞ xi. We claim that Φ(x∞) <
∞ and Φ(x∞) is not computable by any Turing Machine.

We first show that limn→∞ Φ(xi) < Φ(x0)+4 <∞. From (4) we have for all i ∈ N that

Φ(xi) < Φ(xi−1) + 2 · 2−i+1,

hence

Φ(xi) < Φ(x0) +
i∑

j=1

22 · 2−j =⇒ sup
i∈N

Φ(xi) ≤ Φ(x0) + 4.

We now show Φ(x∞) is finite, and equals limi→∞Φ(xi). For each i, the sequence (f(j, n(i)))
∞
j=1

is Cauchy by (8), hence it converges to some f∞(n(i)). It is clear that

f∞(n(i)) =

n(i)∑
n=1

s(i) ·
(
η∞0 η

∞
1 · · · η∞n−1

)ν · u(η∞n )

by definition of x∞ and by the way each successive xj was chosen. Since each f(j, n(i)) ≤
Φ(xj), taking limits on both sides gives f∞(n(i)) ≤ Φ(x0)+4. Thus the sequence (f∞(n(i)))∞i=1

is bounded from above, so the limit superior is finite. But now

lim sup
i→∞

f∞(n(i)) = lim sup
i→∞

n(i)∑
n=1

s(i) ·
(
η∞0 η

∞
1 · · · η∞n−1

)ν · u(η∞n ) ≥ Φ(x∞),

showing that Φ(x∞) is finite. Now we claim that Φ(x∞) = limi→∞ Φ(xi). Let ε > 0 be
given.

• Choose i1 large enough so that

i > i1 =⇒ |f∞(n(i))− Φ(x∞)| < ε/3.

• Choose i2 > i1 large enough so that 2−i2 < ε/3. By (7) we have

i > i2 =⇒ |f(i, n(i))− Φ(xi)| < ε/3.

• Set i3 = i2 + 1, so that 2−i3+1 < ε/3. Then for i > i3, repeated application of (8)
yields

|f(i, n(i))− f∞(n(i))| ≤
∞∑
j=i

|f(j + 1, n(i))− f(j, n(i))| <
∞∑
j=i

2−j = 2−i+1 < ε/3.

Taking i > max{i1, i2, i3}, we finally get

|Φ(x∞)− Φ(xi)| ≤ |Φ(x∞)− f∞(k)|+ |f∞(n(i))− f(i, n(i))|+ |f(i, n(i))− Φ(xi)| < ε.

It remains to show Φ(x∞) is not computable by any of the Turing machines Mϕ
i , where ϕ is

an oracle for x∞. Let ϕ∞ be the oracle for x∞ which agrees with ϕi on inputs 1, 2, . . . , ki+1.
This is a valid construction of an oracle by (2) and since limi→∞ ki+1 = ∞. To show ϕ∞ is
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indeed an oracle for x∞, let n ∈ Z+ and set i such that n+ 1 < ki. Since n+ 1 < ki implies
that n+ j + 1 < ki+j,

|ϕ∞(n)− x∞| ≤ |ϕ∞(n)− xi|+ |xi − x∞| ≤ |ϕi(n)− xi|+
∞∑
j=i

|xj+1 − xj|

< 2−(n+1) +
∞∑
j=0

2−(ki+j+1) ≤ 2−(n+1) +
∞∑
j=0

2−(n+j+2) = 2−n,

so ϕ∞ is indeed an oracle for x∞. Now for a contradiction, suppose some TMMϕ∞
j computes

Φ(x∞). We have two cases:

(1) j = li for some i. Then Mϕi
li
(âi) outputs Bi for which Bi+2−âi < Φ(xi) by (5). This

same number Bi is output when running Mϕ∞
li

(âi). But then

Bi + 2−âi < Φ(xi) < Φ(xi+1) < · · · < Φ(x∞),

so we cannot have |Bi − Φ(x∞)| ≤ 2−âi , contradicting the assumption that Mϕ∞
li

computes Φ(x∞).

(2) j ̸= li for all i. Choose the smallest i > 2 for which j < li. Then M
ϕi−1

j (aj) outputs
Aj for which |Aj −Φ(xi−1)| > 2−aj + εj, where aj and εj are from the i-th step of the

induction. This same number Aj is output when running Mϕ∞
j (aj). By assumption,

|Aj − Φ(x∞)| < 2−aj , hence |Φ(xi−1)− Φ(x∞)| > εj. But

|Φ(xk)− Φ(xk+1)| < 2−âk+2 ≤ 2−n̂k+2 <
εj
2k

for all k ≥ i− 1, thus

|Φ(xi−1)− Φ(x∞)| ≤
∞∑

k=i−1

|Φ(xk)− Φ(xk+1)| <
∞∑

k=i−1

εj
2k

≤ εj,

a contradiction.

We have shown that none of the TMs Mϕ∞
j compute Φ(x∞), where ϕ∞ is an oracle for x∞.

This completes the proof of Theorem 5.2. □

Appendix A. Proofs of the main technical statements

A.1. Proof of Theorem 3.1. The most involved part of the proof will be showing that
conditions (i)-(vii) on G are satisfied by the α-continued fraction expansion maps Aα for
α ∈ [1/2, 1].

Lemma A.1. Conditions (i)-(vii) are satisfied by both the Gauss map and by Aα for α ∈
[1/2, 1).

Proof. Properties (i), (iii), (v), (vi), (vii) are easy enough that we group them together and
prove them at once, and then (ii) and (iv) are verified separately.
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(i), (iii), (v), (vi), (vii). For the Gauss map G, G(Ji) = G(( 1
i+1
, 1
i
)) = (0, 1) = (s0, s1). It

is clear that G is decreasing on J1 = (1/2, 1). Since Ji = (ℓi, ri) = ( 1
i+1
, 1
i
), we have

ri − ℓi
ℓ2i

< 2 =: D and g(i) =
ri
ℓi+1

i→∞−−−→ 0.

Finally, since G is a composition of computable functions, it is computable.

Now let α ∈ [1/2, 1), and consider the map Aα corresponding to α-continued fraction ex-
pansions. Set n1 := ⌈1/(1 − α)⌉; this is the smallest integer for which 1/n1 ≤ 1 − α and
Aα(1/n1) = 0. We restrict the domain and codomain of Aα(x) to the maximal invariant set
Λ ⊆ (s0, s1) := (0, 1/n1) ⊆ (0, 1−α), and henceforth consider Aα : Λ → Λ. It is clear that Λ is
a countable disjoint union of connected intervals, which we label J1 = (ℓ1, r1), J2 = (ℓ2, r2), . . .
with r1 > ℓ1 ≥ r2 > ℓ2 ≥ · · · . From maximality of the invariant set and the fact that
|A′

α(x)| > 1 on Λ, (i) holds. For (vi), computability of Aα again follows since it a compo-
sition of computable functions. We will make use of the following facts about Aα and the
intervals Jj:

• Aα is decreasing on Jj for odd j and increasing on Jj for even j. In particular, since
Aα(r1) = Aα(1/n1) = 0, |A′

α(x)| > 1, and Aα(x) > 0, Aα is decreasing on J1 and so
(iii) is satisfied.

• For α = 1/2, it can be readily computed by solving the equations Aα(x) = 0 and
Aα(x) = 1 that n1 = 2 and Jj = (ℓj, rj) = ( 2

j+4
, 2
j+3

).

• For α ∈ (1/2, 1), we have

ℓj >
2

2(n1 − 2 + k) + 3
=

2

j + 2n1

, rj =
1

n1 − 1 + k
=

2

j + 2n1 − 1
for j = 2k − 1 odd, and

ℓj =
1

n1 + k
=

2

2n1 + j
, rj <

2

2(n1 − 2 + k) + 3
=

2

j + 2n1 − 1
for j = 2k even.

It is easy to verify (v) and (vii) by showing that
ri − ℓi
ℓ2i

is bounded from above independently

of i and that g(i)
i→∞−−−→ 0.

(ii). For G, we note that G′(x) = 1/x2, G′′(x) = 2/x3 where it is defined. Since G is
decreasing on all Jj, we have τi,1 = |G′(ri)| = i2. Taking any σ > 2, τ−1

i,1 < ℓiσ as needed.

Now set κ = 2. Then where it is defined, it is easy to check that (G2)′′ > 0 and thus
τi,2 = |(G2)′(ℓi)| = (i+ 1)2. Hence for any 1 < τ < 2, we have τ−1

i,2 < ℓi · τ−1 as needed.

Now again consider Aα, for α ∈ [1/2, 1). As for the Gauss map, A′
α(x) = 1/x2, A′′

α(x) =
2/x3 > 0 where it is defined. Set κ = 1. Then τi,κ = τi,1 = 1/r2i .

• Let σ > 1 be large enough that for all i, σ >
2(2n1 + i)

(i+ 2n1 − 1)2
. It is easily verified that

τ−1
i,1 < ℓiσ.
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• Now, note that

τ−1
i,1 = r2i < ℓiτ

−1 ⇐⇒ 2(2n1 + i)

(i+ 2n1 − 1)2
< τ−1.

Since the left-hand side tends to zero as n1 → ∞ for all i ≥ 1, restricting Λ to a small
enough invariant set under Aα, that is, making r1 =

1
n1

small enough, gives existence
of some τ > 1 for which the above holds.

(iv). For the Gauss map, recalling that φ =
√
5−1
2

= [1, 1, . . .], we have

δG(N) =
1

(N + φ)(N + 1 + φ)
and so

rN+1

ℓN+1

· rn − ℓN+1

δG(N)
< D

for some constant D. We first show (iv) holds for A1/2, then for Aα, α ∈ (1/2, 1). We
denote the symbolic expansion of a point in Λ generated by A1/2 as [a1, a2, a3, . . .]1/2, and
that of a point in the invariant set generated by G as [a1, a2, a3, . . .]1. Since the interval
J1 corresponding to A1/2 is contained in the interval J2 corresponding to G, we have ψ :=

[1, 1, 1, . . .]1/2 = [2, 2, 2, . . .]1 =
√
2− 1. For N = 2k − 1 odd, the interval JN corresponding

to A1/2 is contained in the interval J(N+3)/2 corresponding to G, so

[N, 1, 1, . . .]1/2 = [k + 1, 2, 2, . . .]1 = [(N + 3)/2, 2, 2, . . .]1 =
1

N+3
2

+ ψ
=

2

N + 3 + 2ψ
.

Now consider N = 2k even. Observe that on JN , A1/2(x) = 1−G(x). We have

[N, 1, 1, . . .]1/2 = (A1/2|JN )−1([1, 1, . . .]1/2) = G−1
N/2+1(1− [2, 2, . . .]1) =

2

N + 4− 2ψ
.

Thus

δA1/2
(N) = [N, 1, 1, . . .]1/2 − [N + 1, 1, 1, . . .]1/2 =

4− 8ψ

(N + 3 + 2ψ)(N + 5− 2ψ)
if N is odd, and

δA1/2
(N) =

8ψ

(N + 4− 2ψ)(N + 4 + 2ψ)
if N is even.

Noting that rN −ℓN+1 =
4

(N+3)(N+5)
and rN+1

ℓN+1
= N+5

N+4
, it is clear that some constant D upper-

bounds rN+1

ℓN+1
· rN−ℓN+1

δA1/2
(N)

. Finally, for α ∈ (1/2, 1), we have A1/2 = Aα on the invariant set Λ

corresponding to Aα. Thus the asymptotic behaviour of ℓN , rN , and δAα(N) is identical, so
(iv) holds in this case as well. □

We can now prove Theorem 3.1 without too much difficulty.

Proof of Theorem 3.1. By Lemma A.1 and since the function u in the definition of Bα,u,ν
satisfies limx→0+ u(x) = ∞ by assumption, conditions (i)-(vii) on G and (i)-(v) on u hold for
Bα,u,v. To prove this Theorem is remains to show that for G = Aα, α ∈ [1/2, 1], conditions
(i)-(v) hold for both u(x) = logn(1/x), n ∈ Z+ and u(x) = x−1. It is clear that both these
functions are computable on R+ and tend to infinity near zero. If α ∈ [1/2, 1) then s1 < 1,
so (ii) in this case is satisfied. Thus we only need to show (ii) in the case that G is the
ordinary Gauss map, and (iii).
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For u(x) = x−1, (iii) is obvious. If u(x) = logn(1/x), then |u′(x)| = n
x
· logn−1(1/x). Since

there is some Cn > 0 for which logn−1(y) < Cny for all large enough y, we have log
n−1(1/x) <

Cn

x
for all small enough x. Thus |u′(x)| < nCn

x2
for all small enough x and since |u′(x)| is

bounded for x which is bounded away from zero, there is some C > 0 for which |u′(x)| <
C

(x− s0)2
for all x ∈ (s0, s1) as needed.

Now suppose G is the Gauss map. Then u ◦ G−1
1 ◦ G−1

N (z) is decreasing with respect to N
since u(·) is decreasing, so

u ◦G−1
1 ◦G−1

N (z)

u ◦G−1
1 ◦G−1

N (w)
≥ u ◦G−1

1 ◦G−1
N (1)

u ◦G−1
1 ◦G−1

N (0)
=: v(N).

A tedious computation shows that v′(N) > 0 and v(N) > 0 for all N and both u(x) =
logn(1/x) and u(x) = x−1, therefore (ii) holds. □

A.2. Proofs of the main lemmas. Here we will prove the three main Lemmas used in the
above work. Lemma 4.1 will be proven under the weaker assumptions on G and u along with
the s(i) term in section 5, and Lemmas 4.2 and 4.3 will be proven under the full assumptions
in section 3. We recall these Lemmas below.

Lemma 4.1. For any initial segment I = [a1, a2, . . . , an], write ω = [a1, a2, . . . , an, 1, 1, 1, . . .].
Then for any ε > 0, there is an m > 0 and an integer N such that if we write β =
[a1, a2, . . . , an, 1, 1, . . . , 1, N, 1, 1, . . .], where the N is located in the (n + m)-th position,
then

Φ(ω) + ε < Φ(β) < Φ(ω) + 2ε.

Lemma 4.2. Write ω = [a1, a2, . . . , an, 1, 1, 1, . . .]. Then for any ε > 0 there is an m0 > 0,
which can be computed from (a1, a2, . . . , an) and ε, such that for any m ≥ m0 and for any
tail I = [an+m, an+m+1, . . .],

Φ(βI) > Φ(ω)− ε

where

βI = [a1, a2, . . . , an, 1, 1, . . . , 1, an+m, an+m+1, . . .].

Lemma 4.3. Let ω = [a1, a2, . . .] be such that Φ(ω) <∞. Write ωk = [a1, a2, . . . , ak, 1, 1, . . .].
Then for every ε > 0 there is an m such that, for all k ≥ m,

Φ(ωk) < Φ(ω) + ε.

Write

βN = [a1, a2, . . . , an, 1, 1, . . . , 1, N, 1, 1, . . .],

where N is in the (m + n)-th position. The following preliminary Lemmas are required for
all of the main proofs below.

Lemma A.2. For any s0 < a < s1, the function u is bounded on the interval [a, s1).
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Proof. By assumption on u, there is some C > 0 for which −u′(x) < C
(x−s0)2 for all x ∈

[a, s1). Integrating both sides gives u(x) < C̃
x−s0 ≤ C̃

a−s0 for another constant C̃ > 0 and all

x ∈ [a, s1). □

Lemma A.3. Let βN , β1 be as before, let βI , ω be as in Lemma 4.2, and let γ1, γ2 be two num-
bers whose symbolic representations coincide in the first n+m− 1 terms [a1, a2, . . . , an+m−1]
(in particular, we could have γ1 = βN and γ2 = β1). Then for g and mg as in (vii), for κ as
in (ii), and for any N, the following holds:

(1) For i ≤ n+m, ∣∣∣∣log ηi(β
N)

ηi(βN+1)

∣∣∣∣ < g(N)

ℓ1
· τ 1+

i−(n+m)
κ .

(2) For i < n+m, ∣∣∣∣log ηi(γ1)ηi(γ2)

∣∣∣∣ < mg · σ · τ 1+
i+1−(n+m)

κ .

(3) For all large enough m, there is some positive function f with limm→∞ f(m) = 0 such
that for i < n+m− 1, ∣∣∣∣log u(ηi(βI))u(ηi(ω))

∣∣∣∣ < f(m).

In particular, we could take βI = β1 and ω = βN . Clearly, 0 < supm∈N f(m) =:M <
∞.

Proof of (1). We will first show that for all i we have

(∗1) |ηi(βN)− ηi(β
N+1)| < g(N) · τ 1+

i−(n+m)
κ .

If i = n+m, since [N, 1, 1, . . .] ∈ JN , [N + 1, 1, 1, . . .] ∈ JN+1, for all N ∈ N we have

1 <
ηn+m(β

N)

ηn+m(βN+1)
=

[N, 1, 1, . . .]

[N + 1, 1, 1, . . .]
<

rN
ℓN+1

< 1 + g(N)

and so

|ηn+m(βN)− ηn+m(β
N+1)| < g(N) < g(N) · τ 1+

i−(n+m)
κ .

Now let 1 ≤ j < κ. We wish to show ∗1 for i = n +m− j. Note that since |G′
1(x)| > 1 for

all x ∈ S by (ii) and G1 is C1, the Inverse Function Theorem gives |(G−1
1 )′(x)| < 1 for all

x ∈ J1. Repeatedly applying the Mean Value Theorem gives

|ηn+m−j(β
N)− ηn+m−j(β

N+1)| < |ηn+m(βN)− ηn+m(β
N+1)| < g(N) < g(N) · τ 1−j/κ.

For i = n + m − κ, since |(Gκ
1)

′| > τ by assumption (ii) on G, we similarly use Inverse
Function Theorem and Mean Value Theorem (applied to the function G−κ

1 this time) to get

|ηn+m−κ(β
N)− ηn+m−κ(β

N+1)| < τ−1 · |ηn+m(βN)− ηn+m(β
N+1)| < g(N) · τ 1+

i−(n+m)
κ
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To show ∗1 for all other i > n+m− j with j > κ, we apply the inequality

|ηn+m−j(β
N)− ηn+m−j(β

N+1)| < τ−1 · |ηn+m−j+κ(β
N)− ηn+m−j+κ(β

N+1)|

repeatedly until one of the cases i ≥ n+m− κ above is reached.

We now proceed to prove (1). If i = n+m then as before for all N ∈ Z+ we have

1 <
ηi(β

N)

ηi(βN+1)
< 1 + g(N)

and so ∣∣∣∣log ηi(β
N)

ηi(βN+1)

∣∣∣∣ < log (1 + g(N)) < log(eg(N)) = g(N) <
g(N)

ℓ1
· τ 1+

i−(n+m)
κ ,

where we used the inequality 1 + ξ < eξ for any ξ > 0.

Let 1 ≤ i < n + m, and assume ηi(β
N) > ηi(β

N+1); the complementary case is almost
identical. We have ηi(β

N), ηi(β
N+1) > ℓ1 since they are in J1 and so from ∗1,∣∣∣∣ηi(βN)− ηi(β

N+1)

ηi(βN+1)

∣∣∣∣ < g(N)

ℓ1
· τ 1+

i−(n+m)
κ and so 1 <

ηi(β
N)

ηi(βN+1)
< 1 +

g(N)

ℓ1
· τ 1+

i−(n+m)
κ

As above, this gives the desired inequality. □

Proof of (2). Note that ηi(γ1) and ηi(γ2) agree on the first digit of the symbolic expansion
for each 1 ≤ i < n+m; we write this digit as Ni.

We will first show that for all i we have

(∗2)
ηi(γ1)

ηi(γ2)
< 1 +mg · σ · τ 1+

i+1−(n+m)
κ .

If ηi(γ1) < ηi(γ2) this is obviously true as the second term on the right hand side is greater
than zero, but to unify the argument we will not split into cases.

For i = n+m− 1, using assumption (vii) on G we compute

ηn+m−1(γ1)

ηn+m−1(γ2)
<
rNn+m−1

ℓNn+m−1

< 1 + g(Nn+m−1) ≤ 1 +mg < 1 +mg · σ · τ 1+
i+1−(n+m)

κ .

For future use, note that the above inequalities yield

ηn+m−1(γ1)− ηn+m−1(γ2) ≤ ηn+m−1(γ2) ·mg < mg.

Now let 1 ≤ j < κ. We want to show ∗2 for i = n+m−1− j. Similar to the proof of (1), we
note that |(G−1

Nn+m−1−j
)′(x)| < τ−1

Nn+m−1−j ,1
for all x ∈ JNn+m−1−j

and (ii) gives |(G−1
Nt
)′(x)| < 1
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for all x ∈ JNt , t arbitrary, so repeatedly applying the Mean Value Theorem,

ηn+m−1−j(γ1)− ηn+m−1−j(γ2)

< |G−1
Nn+m−1−j

◦ · · · ◦G−1
Nn+m−2

(ηn+m−1(γ1))−G−1
Nn+m−1−j

◦ · · · ◦G−1
Nn+m−2

(ηn+m−1(γ2))|
< τ−1

Nn+m−1−j ,1
· |G−1

Nn+m−j
◦ · · · ◦G−1

Nn+m−2
(ηn+m−1(γ1))−G−1

Nn+m−j
◦ · · · ◦G−1

Nn+m−2
(ηn+m−1(γ2))|

< τ−1
Nn+m−1−j ,1

· |ηn+m−1(γ1)− ηn+m−1(γ2)| < τ−1
Nn+m−1−j ,1

·mg

< ℓNn+m−1−j
· σ ·mg < ηn+m−1−j(γ2) · σ ·mg · τ 1+

i+1−(n+m)
κ .

Rearranging gives ∗2. To show ∗2 holds for i− l · κ with n+m− 1− κ < i ≤ n+m− 1 and
l ∈ Z+, repeatedly apply the inequality

ηi−j·κ(γ1)− ηi−l·κ(γ2)

< |G−1
Ni−l·κ

◦ · · · ◦G−1
Ni−l·κ+κ−1

(ηi−(l−1)·κ(γ1))−G−1
Ni−l·κ

◦ · · · ◦G−1
Ni−l·κ+κ−1

(ηi−(l−1)·κ(γ2))|

=

∣∣∣∣ 1

(Gκ)′(ξ)

∣∣∣∣ · |ηi−(l−1)·κ(γ1)− ηi−(l−1)·κ(γ2)| < τ−1 · |ηi−(l−1)·κ(γ1)− ηi−(l−1)·κ(γ2)|

(where ξ ∈ JNi−j·κ is from the Mean Value Theorem and we made use of (ii)) until one of
the base cases above is reached.

We now suppose without loss of generality that ηi(γ1) ≥ ηi(γ2). Using the inequality 1+ ξ <
eξ for any ξ > 0 with ∗2 gives

0 < log
ηi(γ1)

ηi(γ2)
< log

(
1 +mg · σ · τ 1+

i+1−(n+m)
κ

)
< log(emg ·σ·τ1+

i+1−(n+m)
κ ) = mg·σ·τ 1+

i+1−(n+m)
κ .

On the other hand, the inequalities
1

1− ξ
> eξ and 1 >

ηi(γ2)

ηi(γ1)
>

1

1 +mg · σ · τ 1+
i+1−(n+m)

κ

give

0 > log
ηi(γ2)

ηi(γ1)
> log

(
1

1 +mg · σ · τ 1+
i+1−(n+m)

κ

)
> log(e−mg ·σ·τ1+

i+1−(n+m)
κ ) = −mg·σ·τ 1+

i+1−(n+m)
κ .

Combining these together yields∣∣∣∣log ηi(γ1)ηi(γ2)

∣∣∣∣ < mg · σ · τ 1+
i+1−(n+m)

κ .

□

Proof of (3). Let (δ(m))∞m=1 be a sequence of positive numbers such that |ηi(βI)− ηi(ω)| <
δ(m) for all 0 < i < n + m − 1 and N ∈ N, and limm→∞ δ(m) = 0. We claim ηi(β

I) is
uniformly bounded away from 0 and 1 for all I and 0 < i < n+m− 1. Note that

ηi(β
I) = [1, 1, . . .] for n < i < n+m− 1,

ηi(β
I) = [an, 1, . . .] for i = n, and

ηi(β
I) = [ai, ai+1, . . .] for 0 < i < n.
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Call these first two digits pi and qi, noting that pi = qi = pn+1 = qn+1 if n < i < n+m− 1.
Let

ηmin = min
0<i<n+m−1

[pi, qi, . . .] = min
0<i≤n+1

[pi, qi, . . .] = min
0<i≤n+1

(G−1
pi

◦G−1
qi
)((s0, s1)),

ηmax = max
0<i<n+m−1

[pi, qi, . . .] = max
0<i≤n+1

[pi, qi, . . .] = max
0<i≤n+1

(G−1
pi

◦G−1
qi
)((s0, s1)).

It is clear that if pi ̸= 1 or qi ̸= 1 then s0 < ηmin < ηmax < s1. If pi = qi = 1, by assumption
(iii) on G we have

(G−1
pi

◦G−1
qi
)((s0, s1)) = G−1

pi
(G−1

qi
(s1), s1) = (G−1

qi
(s1), (G

−1
pi

◦G−1
qi
)(s1))

with s0 < G−1
qi
(s1) < (G−1

pi
◦G−1

qi
)(s1) < s1. Hence s0 < ηmin < ηmax < s1 in all cases. Thus

ηi(β
I) ∈ [ηmin, ηmax] ⊆ (s0, s1).

Clearly ηi(ω) ∈ [ηmin, ηmax] as well. Now letting

ũ = inf
x∈[ηmin,ηmax]

u(x),

we have ũ > 0 since u is continuous and positive on the compact subset [ηmin, ηmax].

Since u is continuous, it is uniformly continuous on [ηmin, ηmax], hence admits a continuous
and strictly increasing modulus of continuity σ : [0,∞) → [0,∞) such that limt→0 σ(t) =
σ(0) = 0 and for all x1, x2 ∈ [ηmin, ηmax], |u(x1)− u(x2)| ≤ σ(|x1 − x2|).

Now fix m large enough that 1− σ(δ(m))

ũ
> 0, and let 0 < i < n+m− 1 and N ∈ N. Then

|u(ηi(βI))− u(ηi(ω))| ≤ σ(|ηi(βI)− ηi(γ2)|) < σ(δ(m))

=⇒
∣∣∣∣u(ηi(βI))u(ηi(ω))

− 1

∣∣∣∣ < σ(δ(m))

u(ηi(ω))
≤ σ(δ(m))

ũ

=⇒
∣∣∣∣log(u(ηi(βI))u(ηi(ω))

)∣∣∣∣ < max

{∣∣∣∣log(1− σ(δ(m))

ũ

)∣∣∣∣ , ∣∣∣∣log(1 + σ(δ(m))

ũ

)∣∣∣∣} =: f(m),

with

lim
m→∞

f(m) = 0 since lim
δ(m)→0+

log

(
1± σ(δ(m))

ũ

)
= 0

and f(m) > 0 since
σ(δ(m))

ũ
> 0 for all m. □

Lemma A.4. There is some ρ < 1 such that for any k > 1 and x ∈ Λ, ηk−1(x) · ηk(x) < ρ.

Proof. If s1 < 1 we can take ρ = s1, so suppose s1 = 1. By the decreasing assumption (iii) on
G1, it is easily checked that there are some a∗, b∗ ∈ (s0, s1) for which G(S∩ [a∗, 1)) ⊆ (s0, b∗).

• If Gk−1(x) < a∗, then since Gk(x) < 1 we have Gk(x) ·Gk−1(x) < a∗ < 1.

• If a∗ ≤ Gk−1(x) < 1, then Gk(x) = G(Gk−1(x)) < b∗ and so Gk(x) ·Gk−1(x) < b∗ < 1.

Taking ρ = max{a∗, b∗} completes the proof. □
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A.3. Proof of Lemma 4.2 and Lemma 4.3.

Lemma A.5. There is a constant D such that for any γ1, γ2 ∈ Λ with γ1 = [a, . . .], γ2 =
[a, . . .] for some a ∈ Z+, we have

|u (γ1)− u (γ2)| < D.

Proof. If γ1 = γ2 we are done; suppose γ1 < γ2. Define x(a) := γ1 and h(a) = γ2 − γ1 > 0.
By Taylor’s theorem,

|u(γ1)− u(γ2)| = h(a) · |u′(x(a)) +R1(x(a))| ≤
h(a)

(x(a)− s0)2
+ h(a) · |R1(x(a))|,

where we used assumption (iii) on u and where R1 is the first order Taylor remainder. But
now

h(a)

(x(a)− s0)2
=

γ2 − γ1
(γ1 − s0)2

<
ra − ℓa

(ℓa − s0)2
< C1

for some constant C1 independent of a, where we used assumption (v) on G. Since

h(a) · |R(x(a))| → 0 as a→ ∞,

h(a) · |R(x(a))| < C2 for some constant C2. Taking D = C1 + C2 completes the proof. □

We are now ready to prove Lemmas 4.2 and 4.3.

Proof of Lemma 4.2. We will first show that such an m0 exists, and then give an algorithm
to compute it.

Note that the sum in the expression for Φ(ω) converges, because its tail converges:

∞∑
i=n+1

(η0(ω) · · · ηi−1(ω))
ν · u(ηi(ω)) ≤ u(ηn+1(ω)) · (ηn(ω))ν ·

∞∑
i=n+1

(ηn+1(ω))
ν <∞

since (ηn+1(ω))
ν < s1 ≤ 1 for ν > 0. Hence there is an m1 > 1 such that the tail of the sum∑

i≥n+m1

(η1(ω) · · · ηi−1(ω))
ν · u(ηi(ω)) <

ε

2
.

If needed, additionally make m1 large enough that Lemma A.3 (3) applies for all m ≥ m1.
We will show how to choose m0 > m1 to satisfy the conclusion of the lemma.

By Lemma A.3 (2) and (3), for any βI and any i ≤ n+m1 we have
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∣∣∣∣∣log
(
η0(β

I) · · · ηi−1(β
I)
)ν · u(ηi(βI))

(η0(ω) · · · ηi−1(ω))
ν · u(ηi(ω))

∣∣∣∣∣ =
∣∣∣∣ν · log η0(βI) · · · ηi−1(β

I)

η0(ω) · · · ηi−1(ω)
+ log

u(ηi(β
I))

u(ηi(ω))

∣∣∣∣
< ν ·

(
i−1∑
j=1

mg · σ · τ 1+
j+1−(n+m)

κ

)
+ f(m) < νσ ·mg · τ 1+

2−(n+m)
κ

(
τ i − 1

τ 1/κ − 1

)
+ f(m)

< νσ ·mg · τ 1+
2−(n+m)

κ

(
τn+m1

τ 1/κ − 1

)
+ f(m) ≤ νσ ·mg ·

τ 1+m1+
2−m
κ

τ 1/κ − 1
+ f(m).

We can choose m0 sufficiently large so that exp(νσ ·mg ·
τ 1+m1+

2−m
κ

τ 1/κ − 1
+ f(m)) > 1− ε

2 · Φ(ω)
for m ≥ m0 and also(

η1(β
I) · · · ηi−1(β

I)
)ν · u(ηi(βI)) > (1− ε

2 · Φ(ω)

)
· (η1(ω) · · · ηi−1(ω))

ν · u(ηi(ω))

for i ≤ n+m1. Now, for any β
I we have

Φ(βI) ≥
n+m1−1∑
i=1

(
η1(β

I) · · · ηi−1(β
I)
)ν · u(ηi(βI))

>

n+m1−1∑
i=1

(
1− ε

2 · Φ(ω)

)
· (η1(ω) · · · ηi−1(ω))

ν · u(ηi(ω))

>

(
1− ε

2 · Φ(ω)

)(
Φ(ω)− ε

2

)
> Φ(ω)− ε.

Since the symbolic representation of ω ends with all ones, for any specific (a1, a2, . . . , an) we
can compute Φ(ω) by Proposition 4.4. This allows us to compute m1 by iteratively checking
whether ∑

i≥n+m1

(η0(ω) · · · ηi−1(ω))
ν · u(ηi(ω)) <

ε

2

for each m1 > 1. Then for each candidate m0 > m1, since we can compute Φ(ω) and
(η0(ω) · · · ηi−1(ω))

ν ·u(ηi(ω)) and left-compute
(
η0(β

I) · · · ηi−1(β
I)
)ν ·u(ηi(βI)) for each indi-

vidual i by assumption (v) on u and computability assumption (vi) on G, we can iteratively
check whether the following two conditions hold:

(1) exp

(
νσ ·mg ·

τ 1+m1+
2−m
κ

τ 1/κ − 1
+ f(m)

)
> 1− ε

2 · Φ(ω)

(2) For every i ≤ n+m1,(
η0(β

I) · · · ηi−1(β
I)
)ν · u(ηi(βI)) > (1− ε

2 · Φ(ω)

)
· (η0(ω) · · · ηi−1(ω))

ν · u(ηi(ω)).

We only need to be able to left-compute
(
η0(β

I) · · · ηi−1(β
I)
)ν ·u(ηi(βI)) because of the strict

inequality in condition (2). Since we have shown there must exist m1 > m0 for which these
hold, this algorithm terminates and we eventually find the m1 we are looking for. □
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Proof of Lemma 4.3. Let i ≤ k − 1 for some integer k > 1. We will first show that

ρ1 <
u(ηi(ωk))

u(ηi(ω))
< ρ2

for some 0 < ρ1 < ρ2 < ∞, independent of i and k. Since i ≤ k − 1, the symbolic
representations of ηi(ωk), ηi(ω) coincide in the first two terms, call them a and b. So, we can
write

x := ηi(ωk) = [a, b, T1],

y := ηi(ω) = [a, b, T2],

where T1, T2 are the infinite tails of the symbolic expansions of ηi(ωk), ηi(ω) respectively.
Since u is C1 we have

u(y) = u(x) +

∫ y

x

u′(t) dt

and so by assumption (iii) on u and (v) on G,∣∣∣∣u(y)u(x)
− 1

∣∣∣∣ = 1

u(x)

∣∣∣∣∫ y

x

u′(t) dt

∣∣∣∣ ≤ 1

u(x)

∣∣∣∣∫ y

x

C

(t− s0)2
dt

∣∣∣∣ = C

u(x)

∣∣∣∣ 1

x− s0
− 1

y − s0

∣∣∣∣
<

C

u(x)

(
1

ℓi − s0
− 1

ri − s0

)
<

C

u(x)
· ri − ℓi
(ℓi − s0)2

<
C̃

u(x)
.

for some constant C̃ > 0. By assumption (i) on u, there is some l1 ∈ (0, 1) such that
1

u(ξ)
<

1

2C̃
for ξ ∈ (0, l1). Thus if a is large enough such that x, y ∈ (0, l1), say a ≥ N1 ∈ Z+,

then ∣∣∣∣u(x)u(y)
− 1

∣∣∣∣ < C̃

2C̃
=

1

2
.

If 1 < a < N1, then x, y ∈ [l′1, l
′
2] for some 0 < l′1 < l′2 < 1, thus u(x), u(y) are bounded away

from 0 and ∞, so ρ′1 <
u(x)
u(y)

< ρ′2 for some 0 < ρ′1 < ρ′2 <∞.

Now suppose a = 1. If s1 < 1, then x, y ∈ J1 with J1 bounded away from 0 and 1, thus u is
bounded away from 0 and infinity on J1. Now suppose s1 = 1. It follows immediately from

assumption (ii) on u that for large enough b, say b ≥ N2,
u(x)
u(y)

is bounded away from 0 and

infinity. Therefore ρ′′1 <
u(x)
u(y)

< ρ′′2 for some 0 < ρ′′1 < ρ′′2 <∞.

Putting all this together, letting ρ1 = min{1
2
, ρ′1, ρ

′′
1} > 0 and ρ2 = max{1

2
, ρ′2, ρ

′′
2} < ∞ we

have for any ωk and ω that ρ1 <
u(ωk)
u(ω)

< ρ2 and so
∣∣∣log u(ωk)

u(ω)

∣∣∣ < D1 < ∞ for some constant

D1 > 0.

Returning to the proof of the Lemma, since the sum in the expression for Φ(ω) converges
we can split this sum as

Φ(ω) =
s∑
i=1

(η0(ω) · · · ηi−1(ω))
ν · u(ηi(ω))︸ ︷︷ ︸

”head”

+
∞∑

i=s+1

(η0(ω) · · · ηi−1(ω))
ν · u(ηi(ω))︸ ︷︷ ︸

”tail”
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so that ”tail” <
ε

2
(
exp

(
νσ ·mg · τ

τ1/κ−1
+D1

)) . If needed, additionally make s large

enough so that
ρνs/2

1− ρν/2
<

ε

4
(
exp

(
νσ ·mg · τ

τ1/κ−1

)
·D2 + u(φ)

) ,
where φ = [1, 1, . . .], ρ is as in Lemma A.4, and D2 is the constant from Lemma A.5.

Since
∑s

i=1 (η0(·) · · · ηi−1(·))ν ·u(ηi(·)) is a finite sum of functions continuous on a neighbour-
hood of ω, it is continuous on some interval containing ω. Noting that ωk → ω, there is
some m > s such that for any k ≥ m,

s∑
i=1

(η0(ωk) · · · ηi−1(ωk))
ν · u(ηi(ωk)) <

s∑
i=1

(η0(ω) · · · ηi−1(ω))
ν · u(ηi(ω)) + ε/4.

We now want to bound the change from

(η0(ωk) · · · ηi−1(ωk))
ν · u(ηi(ωk)) to (η0(ω) · · · ηi−1(ω))

ν · u(ηi(ω))
for i > s. We consider these terms individually for s < i ≤ k − 1, i = k, and i ≥ k + 1.

• For s < i ≤ k− 1. Taking n+m := k+1 in Lemma A.3 (2), since ωk and ω coincide
in the first k = n+m− 1 terms, we have∣∣∣∣log (η0(ωk) · · · ηi−1(ωk))

ν · u(ηi(ωk))
(η0(ω) · · · ηi−1(ω))

ν · u(ηi(ω))

∣∣∣∣ = ∣∣∣∣ν · log η0(ωk) · · · ηi−1(ωk)

η0(ω) · · · ηi−1(ω)
+ log

u(ηi(ωk))

u(ηi(ω))

∣∣∣∣
< ν ·

(
i−1∑
j=1

mg · σ · τ 1+
j−k
κ

)
+D1 < νσ ·mg ·

τ 1+
i−k
κ

τ 1/κ − 1
+D1 ≤ νσ ·mg ·

τ 1−
1
κ

τ 1/κ − 1
+D1.

Hence in this case each term can increase by a factor of at most exp
(
νσ ·mg · τ1−

1
κ

τ1/κ−1
+D1

)
.

• For i = k. We have

|u(ηi(ω))− u(ηi(ωk)) | = |u ([ak, . . .])− u ([ak, . . .])| < D2,

where we had previously gotten D2 from Lemma A.5. Now by Lemma A.3 (2),∣∣∣∣log (η0(ωk) · · · ηi−1(ωk))
ν

(η0(ω) · · · ηi−1(ω))
ν

∣∣∣∣ = ν ·
∣∣∣∣log η0(ωk) · · · ηi−1(ωk)

η0(ω) · · · ηi−1(ω)

∣∣∣∣ < ν ·

(
i−1∑
j=1

mg · σ · τ 1+
j−k
κ

)

< νσ ·mg ·
τ 1+

i−k
κ

τ 1/κ − 1
= νσ ·mg ·

τ

τ 1/κ − 1
,

so (η0(ωk) · · · ηi−1(ωk))
ν < exp

(
νσ ·mg · τ

τ1/κ−1

)
· (η0(ω) · · · ηi−1(ω))

ν . Combining

these estimates and using the value ρ < 1 from Lemma A.4, we get

(η0(ωk) · · · ηi−1(ωk))
ν · u(ηi(ωk)) ≤ exp

(
νσ ·mg ·

τ

τ 1/κ − 1

)
· (η0(ω) · · · ηi−1(ω))

ν · (u(ηi(ω)) +D2)

< exp

(
νσ ·mg ·

τ

τ 1/κ − 1

)
· (η0(ω) · · · ηi−1(ω))

ν · u(ηi(ω)) + exp

(
νσ ·mg ·

τ

τ 1/κ − 1

)
·D2 · ρν(i−1)/2.
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• For i ≥ k + 1. Noting that u(ηi(ωk)) = u(ηi(ωk)), by Lemma A.4 we have

(η0(ωk) · · · ηi−1(ωk))
ν · u(ηi(ωk)) < ρν(i−1)/2 · u(φ).

Therefore for any i > s,

(η0(ωk) · · · ηi−1(ωk))
ν · u(ηi(ωk)) < exp

(
νσ ·mg ·

τ

τ 1/κ − 1
+D1

)
· (η0(ω) · · · ηi−1(ω))

ν · u(ηi(ω))

+

(
exp

(
νσ ·mg ·

τ

τ 1/κ − 1

)
·D2 + u(φ)

)
· ρν(i−1)/2.

Finally, noting that
∞∑

i=s+1

ρν(i−1)/2 =
ρνs/2

1− ρν/2
,

for such a k we have

Φ(ωk) = ”head”(ωk) + ”tail”(ωk)

<
(
”head”(ω) +

ε

4

)
+

(
exp

(
νσ ·mg ·

τ

τ 1/κ − 1
+D1

)
· ”tail”(ω)

+

(
exp

(
νσ ·mg ·

τ

τ 1/κ − 1

)
·D2 + u(φ)

)
· ρνs/2

1− ρν/2

)
< ”head”(ω) +

ε

4
+ exp

(
νσ ·mg ·

τ

τ 1/κ − 1
+D1

)
· ε

2
(
exp

(
νσ ·mg · τ

τ1/κ−1
+D1

))
+

(
exp

(
νσ ·mg ·

τ

τ 1/κ − 1

)
·D2 + u(φ)

)
· ε

4
(
exp

(
νσ ·mg · τ

τ1/κ−1

)
·D2 + u(φ)

)
= ”head”(ω) +

ε

4
+
ε

2
+
ε

4
< Φ(ω) + ε.

□

A.4. Proof of Lemma 4.1. Write

Φ−(ω) = Φ(ω)− s(n+m) · (η1(ω)η2(ω) · · · ηn+m−1(ω))
ν · u(ηn+m(ω)).

The value of the integer m > 0 is yet to be determined.

Lemma A.6. For any ω of the form as in Lemma 4.1 and for any ε > 0, there is an m0 > 0
such that, for any N and any m ≥ m0,

|Φ−(βN)− Φ−(β1)| < ε

4
.

Proof. Noting that ηn+m−1(β
N) ∈ (ℓ1, s1) for all N ∈ Z+, by Lemma A.2 we have some

C > 0 such that 0 ≤ u(ηn+m−1(β
N)) < C for all N . Now, the sum in the expression for

Φ(β1) converges because its tail converges absolutely:
∞∑

i=n+1

∣∣s(i) · (η0(β1) · · · ηi−1(β
1)
)ν · u(ηi(β1))

∣∣ = u(β1) ·
∞∑

i=n+1

(
(β1)ν

)i
<∞
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since (β1)ν < s1 ≤ 1 for ν > 0. Hence there is an m1 > 1, make it large enough that
Lemma A.3 (3) applies for all m ≥ m1, such that the tail of the sum satisfies∑

i≥n+m1

s(i) ·
(
η0(β

1) · · · ηi−1(β
1)
)ν · u(ηi(β1)) <

ε

4(1 +D)
,

where M > 0 is as in Lemma A.3 (3), and D is defined as

D = exp

(
ν

(
mgστ

3

τ 1/κ − 1
+

∣∣∣∣log( C

u(ℓ1)

)∣∣∣∣)+M

)
.

We will now show how to choose m0 > m1 to satisfy the conclusion of the Lemma.

We bound the influence of the change from β1 to βN using Lemma A.3 (2) and (3). The
influence on each of the ”head elements” (i < n+m1) is bounded by∣∣∣∣log s(i) · (η0(β1) · · · ηi−1(β

1))
ν · u(ηi(β1))

s(i) · (η0(βN) · · · ηi−1(βN))
ν · u(ηi(βN))

∣∣∣∣ = ∣∣∣∣ν · log η0(β
1) · · · ηi−1(β

1)

η0(βN) · · · ηi−1(βN)
+ log

u(ηi(β
1))

u(ηi(βN))

∣∣∣∣
< ν ·

(
i−1∑
j=1

mg · σ · τ 1+
j+1−(n+m)

κ

)
+ f(m) ≤ νσ ·mg ·

τm1+
2−m
κ

τ 1/κ − 1
+ f(m).

By making m sufficiently large (i.e., by choosing a sufficiently large m0) we can ensure that

1− ε

4(1 +D) · Φ(β1)
<
s(i) ·

(
η0(β

N) · · · ηi−1(β
N)
)ν · u(ηi(βN))

s(i) · (η0(β1) · · · ηi−1(β1))ν · u(ηi(β1))
< 1 +

ε

4(1 +D) · Φ(β1)
.

Hence∣∣s(i) · (η0(βN) · · · ηi−1(β
N)
)ν · u(ηi(βN))− s(i) ·

(
η0(β

1) · · · ηi−1(β
1)
)ν · u(ηi(β1))

∣∣
<

ε

4(1 +D) · Φ(β1)
·
(
η0(β

1) · · · ηi−1(β
1)
)ν · u(ηi(β1)).

Adding the inequalities for i = 1, 2, . . . , n+m1 − 1, we obtain∣∣∣∣ n+m1−1∑
i=1

s(i) ·
(
η0(β

N) · · · ηi−1(β
N)
)ν · u(ηi(βN))− n+m1−1∑

i=1

s(i) ·
(
η0(β

1) · · · ηi−1(β
1)
)ν · u(ηi(β1))

∣∣∣∣
<

ε

4(1 +D) · Φ(β1)

n+m1−1∑
i=1

(
η0(β

1) · · · ηi−1(β
1)
)ν · u(ηi(β1)) =

ε

4(1 +D)
.

Thus the influence on the ”head” of Φ− is bounded by
ε

4(1 +D)
. To bound the influence on

the ”tail”, we consider three kinds of terms s(i) ·
(
η0(β

N) · · · ηi−1(β
N)
)ν ·u(ηi(βN)): those for

which n+m1 ≤ i ≤ n+m− 2, i = m+ n− 1, and i ≥ m+ n+ 1 (recall that the i = n+m
term is not in Φ−).
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• For n+m1 ≤ i ≤ n+m− 2. By Lemma A.3 (2) and (3), and by the work above,∣∣∣∣log s(i) · (η0(β1) · · · ηi−1(β
1))

ν · u(ηi(β1))

s(i) · (η0(βN) · · · ηi−1(βN))
ν · u(ηi(βN))

∣∣∣∣ < ν ·

(
i−1∑
j=1

mg · σ · τ 1+
j+1−(n+m)

κ

)
+ f(m)

≤ νσ ·mg · τ 1+
2−(n+m)

κ

(
τ i

τ 1/κ − 1

)
+ f(m) ≤ νσ ·mg ·

τ

τ 1/κ − 1
+M

Where M > 0 is as in Lemma A.3 (3). Hence in this case each term can increase or

decrease by a factor of at most exp
(
νσmgτ

τ1/κ−1
+M

)
.

• For i = n +m − 1. Recall that for all N ∈ Z+, 0 ≤ u(ηn+m−1(β
N)) < C. Thus we

have

log
s(i) ·

(
η0(β

N) · · · ηi−1(β
N)
)ν · u(ηi(βN))

s(i) · (η0(β1) · · · ηi−1(β1))ν · u(ηi(β1))
≤ log

(
η0(β

N) · · · ηi−1(β
N)
)ν · C

(η0(β1) · · · ηi−1(β1))ν · u(ℓ1)

< ν ·

(
n+m−2∑
j=1

mg · σ · τ 1+
j+1−(n+m)

κ + log

(
C

u(ℓ1)

))
< ν ·

(
mg · σ · τ 2

τ 1/κ − 1
+ log

(
C

u(ℓ1)

))
Hence this term could increase or decrease by a factor of at most exp

(
ν ·
(
mgστ2

τ1/κ−1
+ log

(
C

u(ℓ1)

)))
.

• For i ≥ n+m+1. Note that the ηj for j > n+m are not affected by the change, and
the change decreases ηn+m, so that ηn+m(β

N) ≤ ηn+m(β
1) and thus

(
ηn+m(β

N)
)ν ≤

(ηn+m(β
1))

ν
. Hence

log
s(i) ·

(
η0(β

N) · · · ηi−1(β
N)
)ν
u(ηi(β

N))

s(i) · (η0(β1) · · · ηi−1(β1))ν u(ηi(β1))
= log

(
η0(β

N) · · · ηn+m(βN)
)ν

(η0(β1) · · · ηn+m(β1))ν

≤ log

(
η0(β

N) · · · ηn+m−1(β
N)
)ν

(η0(β1) · · · ηn+m−1(β1))ν
< ν ·

n+m−1∑
j=1

mg · σ · τ 1+
j+1−(n+m)

κ <
ν ·mg · σ · τ 3

τ 1/κ − 1
.

So, in this case each term could increase or decrease by a factor of at most exp
(
νmgστ3

τ1/κ−1

)
.

We see that after the change, each term of the tail could increase or decrease by a factor of

exp

(
ν

(
mgστ

3

τ 1/κ − 1
+

∣∣∣∣log( C

u(ℓ1)

)∣∣∣∣)+M

)
=: D

at most. So the value of the tail remains in the interval

[
− D · ε
4(1 +D)

,
D · ε

4(1 +D)

]
, hence the

change in the tail is bounded by
D · ε

4(1 +D)
.

Therefore, the total change in Φ− is bounded by

change in the ”head” + change in the ”tail” <
ε

4(1 +D)
+

D · ε
4(1 +D)

=
ε

4
.

□
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Lemma A.7. For any ε and for the same m0(ε) as in Lemma A.6, for any m ≥ m0 and N ,

|Φ−(βN)− Φ(βN+1)| < ε

2
.

Proof. We have

|Φ−(βN)− Φ(βN+1)| ≤ |Φ−(βN)− Φ(β1)|+ |Φ−(βN+1)− Φ(β1)| < ε

4
+
ε

4
=
ε

2
.

□

We will now take a closer look at the term

Φ1(ω) := s(n+m) · (η1(ω) · · · ηn+m−1(ω))
ν · u(ηn+m(ω)) = Φ(ω)− Φ−(ω).

Lemma A.8. There exists some m, which can be made arbitrarily large, such that for any
N ,

Φ1(βN+1)− Φ1(βN) <
ε

2
.

Proof. We assume throughout that s(n+m) = 1. By assumption on s(·), there are infinitely
many m such that this holds, so we can take m arbitrarily large within the course of the
proof.

According to Lemma A.3 (1),∣∣∣∣∣log s(n+m) ·
(
η0(β

N+1) · · · ηn+m−1(β
N+1))

)ν
s(n+m) · (η0(βN) · · · ηn+m−1(βN)))

ν

∣∣∣∣∣ < ν ·
n+m−1∑
i=1

g(N)

ℓ1
· τ 1+

i−(n+m)
κ

= ν · g(N) · τ 1+
1−(n+m)

κ · τ
n+m − 1

τ 1/κ − 1
< ν · g(N) · τ 2

τ 1/κ − 1
.

Hence

s(n+m)·
(
η0(β

N+1 · · · ηn+m−1(β
N+1))

)ν
< s(n+m)·

(
η0(β

N · · · ηn+m−1(β
N))
)ν ·exp(ν · g(N) · τ 2

τ 1/κ − 1

)
and

Φ1(βN+1) < Φ1(βN) · exp
(
ν · g(N) · τ 2

τ 1/κ − 1

)
· u(ηn+m(β

N+1))

u(ηn+m(βN))
.

We require an auxiliary inequality. It is straightforward to show that for any y ∈ (0, 1] and

any d > ec/c we have ecy < 1 + dcy. Taking y = g(N)/(mg · τ2

τ1/κ−1
) and c = ν ·mg · τ2

τ1/κ−1
,

for any d > e
ν·mg · τ2

τ1/κ−1/(ν ·mg · τ2

τ1/κ−1
) we have e

ν·g(N)· τ2

τ1/κ−1 < 1 + dν · g(N) · τ2

τ1/κ−1
. Hence

for any such d,

Φ1(βN+1)− Φ1(βN) < Φ1(βN)

(
e
ν·g(N)· τ2

τ1/κ−1 · u(ηn+m(β
N+1))

u(ηn+m(βN))
− 1

)
< Φ1(βN)

((
1 + dν · g(N) · τ 2

τ 1/κ − 1

)
· u(ηn+m(β

N+1))

u(ηn+m(βN))
− 1

)
.
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For ρ ∈ (0, 1) as in Lemma A.4, we have

Φ1(βN) < ρν·(n+m−2)/2 · u
(
ηn+m(β

N)
)
.

Thus

Φ1(βN+1)− Φ1(βN) < ρν·(n+m−2)/2 · u
(
ηn+m(β

N)
)
·
((

1 + dν · g(N) · τ 2

τ 1/κ − 1

)
· u(ηn+m(β

N+1))

u(ηn+m(βN))
− 1

)
= ρν·(n+m−2)/2 ·

([
u
(
ηn+m(β

N+1)
)
− u

(
ηn+m(β

N)
)]

+ dν · g(N) · τ 2

τ 1/κ − 1
· u
(
ηn+m(β

N+1)
))

For the remainder of the proof, we will show that this product can be made less than ε
2
by

choosing m large enough. Since the first term → 0 as m→ ∞, it is enough to show that the
product of the last two terms is bounded from above by a constant.

By assumption on u, we have −u′(x) < C1

(x− s0)2
for some constant C1 > 0. Integrating

both sides gives u(x) <
C2

x− s0
for another constant C2 > 0. Letting x(N) := ηn+m(β

N+1)

and h(N) := ηn+m(β
N)− ηn+m(β

N+1) > 0, we have

1

h(N)
·
([
u
(
ηn+m(β

N+1)
)
− u

(
ηn+m(β

N)
)]

+ dν · g(N) · τ 2

τ 1/κ − 1
· u
(
ηn+m(β

N+1)
))

= − [u′(x(N)) +R1(x(N))] +
x(N) · g(N) · τ2

τ1/κ−1

h(N)
· dν · u(x(N))

x(N)
,

where R1(·) is the Taylor remainder term with limN→∞R1(x(N)) = 0.

We now want to find a lower bound on h(N). Recalling assumption (iv) on G, we have

h(N) = [N, 1, 1, . . .]− [N + 1, 1, 1, . . .] = G−1
N (φ)−G−1

N+1(φ) = δG(N) > 0.

Taking D > 0 as in assumption (iv) and recalling the definition of g from (vii), we have

x(N) · g(N) · τ2

τ1/κ−1

h(N)
<
ηn+m(β

N+1)

δG(N)
· rN − ℓN+1

ℓN+1

· τ 2

τ 1/κ − 1
< D · τ 2

τ 1/κ − 1
.

Since limN→∞R1(x(N)) = 0, we have |R1(x(N))| < C3 for some C3 > 0. So,

− [u′(x(N)) +R1(x(N))] +
x(N) · g(N) · τ2

τ1/κ−1

h(N)
· dν · u(x(N))

x(N)

<
C1

(x(N))2
+ C3 +

D · τ2

τ1/κ−1
· dν

x(N)
· C2

(x(N))
<

C4

(x(N))2
<

C

h(N)

for some C4, C > 0, where the last inequality holds true because

h(N) < rN − ℓN+1 < ℓN+1 · g(N) < ηn+m(β
N+1) · g(N) = x(N) · g(N) < (x(N))2 ·mg.

Therefore we have shown that for all N ,[
u
(
ηn+m(β

N+1)
)
− u

(
ηn+m(β

N)
)]

+ dν · g(N) · τ 2

τ 1/κ − 1
· u
(
ηn+m(β

N+1)
)
< C

for some constant C > 0, finishing the proof of the Lemma. □
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Lemmas A.7 and A.8 yield the following.

Lemma A.9. There exists some m, which can be made arbitrarily large, such that for any
N ,

Φ(βN+1)− Φ(βN) < ε.

Proof. Using Lemmas A.7 and A.8, for sufficiently large m with s(n+m) = 1 we have

Φ(βN+1)− Φ(βN) ≤ Φ−(βN+1)− Φ−(βN) + Φ1(βN+1)− Φ1(βN) <
ε

2
+
ε

2
= ε.

□

To complete the proof of Lemma 4.1, we will need the following statement.

Lemma A.10. For any m satisfying s(n+m) = 1, we have

lim
N→∞

Φ(βN) = ∞.

Proof. We first prove that limN→∞ Φ1(βN) = ∞. By Lemma A.3 (2),∣∣∣∣∣log s(n+m) ·
(
η0(β

N) · · · ηn+m−1(β
N)
)ν

s(n+m) · (η0(β1) · · · ηn+m−1(β1))ν

∣∣∣∣∣ < ν ·
n+m−1∑
j=1

mg · σ · τ 1+
j+1−(n+m)

κ <
ν ·mg · σ · τ 3

τ 1/κ − 1
.

Hence

s(n+m) ·
(
η0(β

N) · · · ηn+m−1(β
N)
)ν
>

1

exp
(
νmgστ3

τ1/κ−1

) · s(n+m) ·
(
η0(β

1) · · · ηn+m−1(β
1)
)ν

and

Φ1(βN) >
1

exp
(
νmgστ3

τ1/κ−1

) · u(ηn+m(β
N))

u(ηn+m(β1))
Φ1(β1).

Since limx→s0 u(x) = ∞, the latter expression tends to ∞ as N → ∞. Now, write

Φ(βN) =
n+m−1∑
i=1

s(i) ·
(
η0(β

N) · · · ηi−1(β
N)
)ν · u(ηi(βN)) + Φ1(βN)

+
∞∑

i=n+m+1

s(i) ·
(
η0(β

N) · · · ηi−1(β
N)
)ν · u(ηi(βN)).

For i ∈ {1, 2, . . . , n +m − 1} and any N > 0 we have ηi(β
N) ∈ J1, thus ηi(β

N) > ℓ1 > s0.
So, using Lemma A.2 we can bound the first term above independently of N :∣∣∣∣∣

n+m−1∑
i=1

s(i) ·
(
η0(β

N) · · · ηi−1(β
N)
)ν · u(ηi(βN))

∣∣∣∣∣ <
n+m−1∑
i=1

∣∣∣∣∣∣(1 · · · 1)ν︸ ︷︷ ︸
i− 1 times

· sup
x∈[ℓ1,1)

u(x)

∣∣∣∣∣∣ <∞.
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The third term converges, since the sum converges absolutely:
∞∑

i=n+m+1

∣∣s(i) · (η0(βN) · · · ηi−1(β
N)
)ν · u(ηi(βN))∣∣ = u(β1) ·

∞∑
i=n+1

(
(β1)ν

)i
<∞

because (β1)ν < s1 ≤ 1 for ν > 0. This bound on the third term does not depend on N .
Thus the first and third term are bounded independently of N while the second term is
Φ1(βN) → ∞ as N → ∞, so Φ(βN) → ∞ as needed. □

We are now ready to prove Lemma 4.1.

Proof of Lemma 4.1. Choose m as provided by Lemma A.8. Increase N by one at a time
starting with N = 1. We know that Φ(β1) = Φ(ω) < Φ(ω) + ε and, by Lemma A.10, there
exists an M with Φ(βM) > Φ(ω) + ε. Let N be the smallest such M . Then Φ(βN−1) ≤
Φ(ω) + ε, and by Lemma A.8,

Φ(βN) < Φ(βN−1) + ε ≤ Φ(ω) + 2ε.

Hence
Φ(ω) + ε < Φ(βN) < Φ(ω) + 2ε.

Choosing β = βN completes the proof. □
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