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Abstract

Let Tn(F) be the semigroup of all upper triangular n × n matrices over a field F. Let UTn(F) and UT±1
n (F)

be subsemigroups of Tn(F), respectively, having 0s and/or 1s on the main diagonal and 0s and/or ±1s on
the main diagonal. We give some sufficient conditions under which an involution semigroup is nonfinitely
based. As an application, we show that UT2(F),UT±1

2 (F) and T2(F) as involution semigroups under the
skew transposition are nonfinitely based for any field F.
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1. Introduction

An algebra is finitely based if the identities it satisfies are finitely axiomatisable.
Otherwise it is nonfinitely based. One of the most fundamental and widely stated
problems in universal algebra is the finite basis problem, which asks which algebras
admit a finite basis for their identities. This problem has revealed a number of
interesting and unexpected connections to other topics of theoretical and practical
importance, for example feasible algorithms for membership in certain classes of
formal languages [1] and classical number-theoretic conjectures such as the twin-
prime conjecture, Goldbach’s conjecture and the odd perfect number conjecture [19].

In the 1960s, Tarski asked if there is an algorithm to determine whether a finite
algebra is finitely based or not. It is known that finite groups [17], finite associative
rings [5], finite Lie algebras [10, 13] and finite lattices [14] are all finitely based.
However, this is not true for all finite algebras. There exist groupoids with as few
as three elements that are nonfinitely based [9, 16]. In general, the finite basis problem
for finite algebras is undecidable [15], but the problem remains open when restricted
to some important classes of algebraic structures, such as semigroups. In 1969,
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Perkins [18] published the first examples of nonfinitely based finite semigroups. For a
survey of the many important and interesting results on the finite basis problem for
semigroups obtained since then, see the survey by Volkov [21].

Recall that a unary operation ∗ on a semigroup S is called an involution if S satisfies
the identities

(x∗)∗ ≈ x, (xy)∗ ≈ y∗x∗. (1.1)

An involution semigroup is a pair (S , ∗), where S is a semigroup with involution ∗. It is
a routine consequence of (1.1) that 1∗ = 1 in an involution monoid. Important examples
of involution semigroups include any group with inversion −1 and the multiplicative
n × n matrix semigroup over any field with transposition T . The motivation for
investigating involution semigroups is to study natural generalisations of groups.
Therefore, it is counterintuitive that an involution semigroup (S , ∗) and its semigroup
reduct S can behave independently with respect to the finite basis property. Many
examples demonstrating this phenomenon have long been available (see [2–4, 11] for
more information on the finite basis problem for involution semigroups).

Matrices and matrix operations constitute basic tools for many branches of
mathematics. The finite basis problem for (involution) semigroups formed by matrices
was originally stated in [20]. The more recent review [21] repeated the question
and stimulated much attention, with a number of important results having been
subsequently established [3, 12, 23]. Given a field F, let Tn(F) be the semigroup of
all upper triangular n × n matrices. Let UTn(F) and UT±1

n (F) be the subsemigroups
of Tn(F), respectively, having 0s and/or 1s on the main diagonal and 0s and/or ±1s on
the main diagonal. These three semigroups admit a natural unary operation: reflection
with respect to the secondary diagonal (from the top right to the bottom left corner).
We denote by A∗ the result of applying this operation to the matrix A. Clearly, the unary
operation A 7→ A∗, called the skew transposition, is an involution anti-automorphism
of Tn(F), UTn(F) and UT±1

n (F), which makes (Tn(F), ∗), (UTn(F), ∗) and (UT±1
n (F), ∗)

involution semigroups. Since Tn(Z) contains a subsemigroup isomorphic to the free
semigroup with two generators, T2(Z) as well as the semigroup containing T2(Z) as
subsemigroup satisfies only the trivial identity and so is finitely based. Therefore,
Tn(F) is finitely based whenever char(F) = 0. In [23], Volkov and Goldberg proved
that Tn(F) over a finite field is inherently nonfinitely based (that is, it is not contained
in any finitely based locally finite variety) whenever n ≥ 4 and char(F) > 2. Zhang
et al. [25] have shown that T2(F) with char(F) = 2 is finitely based. Further, they
proved that Tn(F) with char(F) = 2 is hereditarily finitely based (that is, it generates a
variety all semigroups of which are finitely based) if and only if n ≤ 2 in [26]. Chen
et al. [7] have shown that UT2(F) is finitely based for any field F. Zhang et al. [24]
have shown that the involution semigroups (T2(F), ∗) and (UT2(F), ∗) with char(F) = 0
are nonfinitely based. In [22], Volkov proved that UT3(F) as well as (UT3(F), ∗) with
char(F) = 0 are nonfinitely based.

In this paper, we consider the finite basis problem for the involution semigroups
(T2(F), ∗), (UT2(F), ∗) and (UT±1

2 (F), ∗). We establish two sufficient conditions under
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which an involution monoid is nonfinitely based. By applying one of the sufficient
conditions to the involution semigroups (T2(F), ∗), (UT2(F), ∗) and (UT±1

2 (F), ∗), we
show that (T2(F), ∗) and (UT2(F), ∗) are nonfinitely based when char(F) , 0, and
(UT±1

2 (F), ∗) is nonfinitely based for any field F. Together with the results of [24],
this shows that (T2(F), ∗), (UT2(F), ∗) and (UT±1

2 (F), ∗) are nonfinitely based for any
field F.

The paper is organised as follows. We recall some preliminary knowledge and
notation in Section 2. In Section 3, some sufficient conditions under which an
involution semigroup is nonfinitely based will be given. As an application, in Section
4, it is shown that (T2(F), ∗) and (UT2(F), ∗) are nonfinitely based when char(F) , 0,
and (UT±1

2 (F), ∗) is nonfinitely based for any field F.

2. Preliminaries

Most of the notation and background material of this article are given in this section.
Refer to the monograph of Burris and Sankappanavar [6] for any undefined notation
and terminology on universal algebra in general.

Let X be a countably infinite alphabet throughout. For any subsetA of X, letA∗ =

{x∗ | x ∈ A} be a disjoint copy ofA. Elements ofA∪A∗ are called variables. The free
∗-semigroup overA is the free semigroup (A∪A∗)+ with unary operation ∗ given by
(x∗)∗ = x for all x ∈ A and (x1x2 · · · xm)∗ = x∗mx∗m−1 · · · x

∗
1 for all x1, x2, . . . , xm ∈ A∪A

∗.
Let (A∪A∗)× = (A∪A∗)+ ∪ {∅}. Elements of (A∪A∗)× are called words. A word
w′ is a factor of a word w if w = aw′b for some a,b ∈ (A∪A∗)×.

Let w ∈ (A ∪ A∗)+ be any word. The content of w, denoted by con(w), is the
set of variables occurring in w. The number of times that a variable x ∈ A ∪ A∗

occurs in a word w is denoted by occ(x,w). For example, let w = x∗zxy∗xyzyx∗.
Then con(w) = {x, y, z, x∗, y∗}, occ(x,w) = occ(x∗,w) = 2, occ(y,w) = occ(z,w) = 2
and occ(y∗,w) = 1.

For any variables x and y of a word w, the expression f x (respectively lx) means the
first (respectively last) occurrence of x in the word w. We write ix ≺ jy to indicate that
within w, the ith occurrence of x precedes the jth occurrence of y in w for i, j ∈ { f , l}.

For any word w ∈ (A∪A∗)+ and variables x1, x2, . . . , xn ∈ A, let w(x1, x2, . . . , xn)
be the word obtained from w by retaining only the variables x1, x∗1, x2, x∗2, . . . , xn, x∗n.
For instance, if w = x∗zxy∗xyzyx∗, then w(x) = x∗x2x∗, w(x, y) = x∗xy∗xy2x∗ and
w(y, z) = zy∗yzy.

The set T(A) of terms over the alphabet A is the smallest set containing A that is
closed under concatenation and ∗. The subterms of a term t are defined as follows:
t is a subterm of t; if s1s2 is a subterm of t, where s1, s2 ∈ T(A), then s1 and s2
are subterms of t; if s∗ is a subterm of t, where s ∈ T(A), then s is a subterm of t.
The proper inclusion (A ∪A∗)× ( T(A) holds and the identities (1.1) can be used to
convert any nonempty term t ∈ T(A) into some unique word btc ∈ (A ∪A∗)+. For
instance, bx(x2(yx∗)∗)∗zy∗c = xy(x∗)3zy∗.

Remark 2.1. For any subterm s of a term t, either bsc or bs∗c is a factor of btc.
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An identity is an expression s ≈ t formed by nonempty terms s, t ∈ T(A). A
word identity is an identity u ≈ v formed by words u, v ∈ (A ∪ A∗)+. An identity
s ≈ t is directly deducible from an identity s′ ≈ t′ if there exists some substitution
ϕ :A→ T(A) such that s′ϕ is a subterm of s, and replacing this particular subterm s′ϕ
of s with t′ϕ results in the term t. An identity s ≈ t is deducible from some set Σ of
identities if there exists a sequence s = s1, s2, . . . , sr = t of terms such that each identity
si ≈ si+1 is directly deducible from some identity in Σ.

Remark 2.2 [8, Sublemma 2.2]. An identity s ≈ t is deducible from (1.1) if and only
if bsc = btc.

An involution semigroup (S , ∗) satisfies an identity s ≈ t, or s ≈ t is satisfied by (S , ∗),
if for any substitution ϕ :A→ S , the elements sϕ and tϕ of S coincide; in this case,
s ≈ t is also said to be an identity of (S , ∗). An identity is satisfied by an involution
semigroup (S , ∗) if and only if it is deducible from the identities of (S , ∗).

Clearly, any involution monoid that satisfies a word identity s ≈ t also satisfies
the word identity s(x1, x2, . . . , xn) ≈ t(x1, x2, . . . , xn) for any x1, x2, . . . , xn ∈ A, since
assigning the element 1 to a variable in a word identity is effectively the same as
deleting that variable.

For any involution semigroup (S , ∗), let id(S , ∗) denote the set of all identities
satisfied by (S , ∗). A set Σ ⊆ id(S , ∗) is an identity basis for (S , ∗) if every identity
in id(S , ∗) is deducible from Σ. An involution semigroup (S , ∗) is finitely based if it has
some finite identity basis; otherwise, it is said to be nonfinitely based.

Lemma 2.3. Let (1.1) ∪Σ be any basis for a finitely based involution semigroup (S , ∗).
Then there exists a finite subset Σfin of Σ such that (1.1) ∪ Σfin is an identity basis for
(S , ∗).

Proof. This is a well-known (and immediate) consequence of Birkhoff’s completeness
theorem for equational logic (see [1, Corollary 1.4.7] or [6, Exercise 10 of
Section II.14]). �

3. Two sufficient conditions for an involution monoid to be nonfinitely based

In this section, we give two sufficient conditions under which an involution
semigroup is nonfinitely based. The next two theorems are the main results.

Theorem 3.1. Let n ≥ 2 be a fixed integer. Suppose that (S , ∗) is an involution monoid
that satisfies the following conditions:

(I) for each k ≥ 2, (S , ∗) satisfies some word identity pk ≈ qk, where

pk = ta1 x1ta2 x2 · · · tak xkta0 x∗1tak+1 x∗2tak+2 · · · x∗kta2k ,

qk = tb1 xktb2 xk−1 · · · tbk x1tb0 x∗ktbk+1 x∗k−1tbk+2 · · · x∗1tb2k

for some a0, a1, a2k, b0, b1, b2k ≥ 0, 1 ≤ a2, . . . , a2k−1, b2, . . . , b2k−1 < n;
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(II) if (S , ∗) satisfies a word identity w ≈ w′ and lx ≺ ly ≺ f x∗ ≺ f y∗ in w for some
x, y, x∗, y∗ ∈ con(w), then either lx ≺ ly ≺ f x∗ ≺ f y∗ or ly ≺ lx ≺ f y∗ ≺ f x∗ holds
in w′;

(III) if (S , ∗) satisfies a word identity of the form

w = · · · lx a ly · · · f x∗ b f y∗ · · · ≈ · · · lx a′ ly · · · f x∗ b′ f y∗ · · · = w′ or

w = · · · lx a ly · · · f x∗ b f y∗ · · · ≈ · · · ly b′ lx · · · f y∗ a′ f x∗ · · · = w′

for some words a, b, a′, b′, then for any variables t ∈ con(w) and t∗ < con(w),
occ(t, a) . 0 (mod n) if and only if occ(t, a′) . 0 (mod n), and occ(t, b) . 0
(mod n) if and only if occ(t,b′) . 0 (mod n).

Then (S , ∗) is nonfinitely based.

The proof of Theorem 3.1 is given at the end of the section. By using this theorem,
we can show that the following sufficient condition for the nonfinite basis property of
involution semigroups also holds.

Theorem 3.2. Let n ≥ 2 be a fixed integer. Suppose that (S , ∗) is an involution monoid
that satisfies conditions (I) and (II) in Theorem 3.1 and the following condition:

(IV) if (S , ∗) satisfies a word identity of the form

w = · · · lx a f x∗ · · · ≈ · · · lx a′ f x∗ · · · = w′

for some words a, a′, then for any variables t ∈ con(w) and t∗ < con(w),
occ(t, a) ≡ occ(t, a′) (mod n).

Then (S , ∗) is nonfinitely based.

Proof. By Theorem 3.1, it suffices to show that condition (III) is implied by condition
(IV). Let t be a variable such that t ∈ con(w) and t∗ < con(w). There are two cases.

Case 1. (S , ∗) satisfies a word identity of the form

w = · · · lx a ly c f x∗ b f y∗ · · · ≈ · · · lx a′ ly c′ f x∗ b′ f y∗ · · · = w′.

Let ϕ be the substitution such that yϕ = x and xϕ = x for all x , y. Then (S , ∗) satisfies
the word identity

wϕ = · · · x a lx c f x∗ b x∗ · · · ≈ · · · x a′ lx c′ f x∗ b′ x∗ · · · = w′ϕ.

From condition (IV), occ(t, c) ≡ occ(t, c′) (mod n) and occ(t, ac) ≡ occ(t, a′c′)
(mod n). Therefore, occ(t, a) ≡ occ(t, a′) (mod n). A similar argument shows that
occ(t,b) ≡ occ(t,b′) (mod n). Consequently, condition (III) holds.

Case 2. (S , ∗) satisfies a word identity of the form

w = · · · lx a ly c f x∗ b f y∗ · · · ≈ · · · ly b′ lx c′ f y∗ a′ f x∗ · · · = w′.
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Let ϕ be the substitution such that yϕ = x and xϕ = x for all x , y. Then (S , ∗) satisfies
the word identity

wϕ = · · · x a lx c f x∗ b x∗ · · · ≈ · · · x b′ lx c′ f x∗ a′ x∗ · · · = w′ϕ.

From condition (IV), occ(t, c) ≡ occ(t, c′) (mod n) and occ(t, ac) ≡ occ(t, c′a′)
(mod n). Therefore, occ(t, a) ≡ occ(t, a′) (mod n). A similar argument shows that
occ(t,b) ≡ occ(t,b′) (mod n). Consequently, condition (III) holds. �

Lemma 3.3. Let (S , ∗) be an involution monoid satisfying condition (II) in Theorem 3.1.
Let w ≈ w′ be any word identity satisfied by (S , ∗). Then con(w) = con(w′).

Proof. Seeking a contradiction, suppose that x ∈ con(w) \ con(w′). The involution
monoid (S , ∗) satisfies the word identity

xy(x∗)ay∗ = xy · w′(x) · x∗y∗ ≈ xy · w(x) · x∗y∗ ∈ xy · {x, x∗}× · x · {x, x∗}× · x∗y∗

for some a ≥ 1, where lx ≺ ly ≺ f x∗ ≺ f y∗ in xyw′(x)x∗y∗, while ly ≺ lx and f x∗ ≺ f y∗ in
xyw(x)x∗y∗. This contradicts condition (II). Therefore, the inclusion con(w) ⊆ con(w′)
holds. The inclusion con(w′) ⊆ con(w) holds by symmetry. �

For each k ≥ 2, define

Lk = X1X2 · · ·XkX∗1X∗2 · · ·X
∗
k, Rk = ẊkẊk−1 · · · Ẋ1Ẋ∗kẊ∗k−1 · · · Ẋ

∗
1,

where

Xi = {xi, . . . , xk}
× · xi, X∗i = x∗i · {x

∗
1, . . . , x

∗
i }
×,

Ẋi = {x1, . . . , xi}
× · xi, Ẋ∗i = x∗i · {x

∗
i , . . . , x

∗
k}
×.

Let w be a word. Then, by the definitions of Lk and Rk, it is easy to see that w ∈ Lk if
and only if lx1 ≺ lx2 ≺ · · · ≺ lxk ≺ f x∗1 ≺ f x∗2 ≺ · · · ≺ f x∗k holds in w; and w ∈ Rk if and
only if lxk ≺ lxk−1 ≺ · · · ≺ lx1 ≺ f x∗k ≺ f x∗k−1 ≺ · · · ≺ f x∗1 holds in w.

Lemma 3.4. Let (S , ∗) be an involution monoid satisfying condition (II) in Theorem 3.1.
Let w ≈ w′ be any word identity satisfied by (S , ∗) such that w ∈ Lk. Then w′ ∈ Lk ∪ Rk.

Proof. It follows from Lemma 3.3 and condition (II) that the lemma holds when k = 2.
Therefore, we may assume that k > 2. By assumption,

w = x1x2 · · · xkx∗1x∗2 · · · x
∗
k

for some xi ∈ Xi and x∗i ∈ X∗i . Observe that for each i < j, lxi ≺ lx j ≺ f x∗i ≺ f x∗j holds in
w; it follows from condition (II) that either lxi ≺ lx j ≺ f x∗i ≺ f x∗j or lx j ≺ lxi ≺ f x∗j ≺ f x∗i
holds in w′. In any case, lxi ≺ f x∗1, lxi ≺ f x∗2, . . . , lxi ≺ f x∗k hold in w′ for each i. Without
loss of generality, we assume that

w′ = x1πx2π · · · xkπx∗1τx
∗
2τ · · · x

∗
kτ

for some xiπ ∈ {xiπ, . . . , xkπ}
× · xiπ, x∗iτ ∈ x∗iτ · {x

∗
1τ, . . . , x∗iπ}

× and some permutations π
and τ on {1, . . . , k}.
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Suppose that (1π, . . . , kπ) , (1τ, . . . , kτ). Then

(1π, . . . , kπ) = (. . . , i, . . . , j, . . .) , (. . . , j, . . . , i, . . .) = (1τ, . . . , kτ)

must hold for some i , j. But this implies that the involution monoid (S , ∗) satisfies the
word identity w ≈ w′ such that lxi ≺ lx j ≺ f x∗i ≺ f x∗j if i < j and lx j ≺ lxi ≺ f x∗j ≺ f x∗i if
i > j in w, while lxi ≺ lx j ≺ f x∗j ≺ f x∗i in w′. This contradicts condition (II). Therefore,
(1π, . . . , kπ) = (1τ, . . . , kτ).

Suppose that (1π, . . . , kπ) , (1, . . . , k) and (1π, . . . , kπ) , (k, . . . , 1). Then one of the
following holds:

(†) (1π, . . . , kπ) = (. . . , j, i, h, . . .) for some i < j and i < h;
(‡) (1π, . . . , kπ) = (. . . , i, h, j, . . .) for some i < h and j < h.

If (†) holds, let ϕ be the substitution such that xhϕ = x j and xϕ = x for all x , xh.
The involution monoid (S , ∗) satisfies the word identity wϕ ≈ w′ϕ, where lxi ≺ lx j ≺

f x∗i ≺ f x∗j in wϕ, while lxi ≺ lx j ≺ f x∗j ≺ f x∗i in w′ϕ. This contradicts condition (II).
If (‡) holds, let ϕ be the substitution such that x jϕ = xi and xϕ = x for all x , x j.
The involution monoid (S , ∗) satisfies the word identity wϕ ≈ w′ϕ, where lxi ≺ lxh ≺

f x∗i ≺ f x∗h in wϕ, while lxh ≺ lxi ≺ f x∗i ≺ f x∗h in w′ϕ. This contradicts condition (II).
Consequently, (1π, . . . , kπ) ∈ {(1, . . . , k), (k, . . . , 1)} and hence w′ ∈ Lk ∪ Rk. �

In the remainder of this section, we always assume that n ≥ 2 is a fixed integer. For
each k ≥ 2, define

Pk = Y1Y2 · · ·YkTY∗1Y∗2 · · ·Y
∗
k, Qk = ẎkẎk−1 · · · Ẏ1TẎ∗kẎ∗k−1 · · · Ẏ

∗
1,

where T = {t}×,

Yi = {t, xi, . . . , xk}
× · xi, Y∗i = x∗i · {t, x

∗
1, . . . , x

∗
i }
×,

Ẏi = {t, x1, . . . , xi}
× · xi, Ẏ∗i = x∗i · {t, x

∗
i , . . . , x

∗
k}
×

and occ(t, y) . 0 (mod n) for each y ∈ Y2 ∪ · · · ∪ Yk ∪ Y∗1 ∪ · · · ∪ Y∗k−1 ∪ Ẏ1 ∪ · · · ∪

Ẏk−1 ∪ Ẏ∗2 ∪ · · · ∪ Ẏ∗k. Clearly, t ∈ con(y) for each y in any case.
By the definitions of Pk and Qk, it is easy to see that if w ∈ Pk, then

w(x1, x2, . . . , xk) ∈ Lk; and, if w ∈ Qk, then w(x1, x2, . . . , xk) ∈ Rk.

Lemma 3.5. Let (S , ∗) be an involution monoid satisfying conditions (II) and (III) in
Theorem 3.1. Let w ≈ w′ be any word identity satisfied by (S , ∗) such that w ∈ Pk.
Then w′ ∈ Pk ∪ Qk.

Proof. By assumption,
w = y1y2 · · · ykty∗1y∗2 · · · y

∗
k

for some t ∈ T, yi ∈ Yi, y∗i ∈ Y∗i , occ(t, yi) . 0 (mod n) for each i = 2, . . . , k and
occ(t, y∗i ) . 0 (mod n) for each i = 1, . . . , k − 1. Then

w(x1, x2, . . . , xk) = x1x2 · · · xkx∗1x∗2 · · · x
∗
k,
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where xi = yi(x1, x2, . . . , xk) ∈ Xi and x∗i = y∗i (x1, x2, . . . , xk) ∈ X∗i . It follows from
Lemma 3.4 that w′(x1, x2, . . . , xk) ∈ Lk ∪ Rk. There are two cases.

Case 1. w′(x1, x2, . . . , xk) ∈ Lk. Without loss of generality, we may assume that
w′(x1, x2, . . . , xk) = x′1x′2 · · · x

′
k(x∗1)′(x∗2)′ · · · (x∗k)′ for some x′i ∈ Xi and (x∗i )′ ∈ X∗i . Then,

by Lemma 3.3, w′ can be written in the form

w′ = y′1y′2 · · · y
′
kt′(y∗1)′(y∗2)′ · · · (y∗k)′,

where t′ ∈ {t}×, y′i ∈ {t, xi, . . . , xk}
× · xi, y′i(x1, . . . , xk) = x′i , (y∗i )′ ∈ x∗i · {t, x∗1, . . . , x∗i }

×

and (y∗i )′(x1, . . . , xk) = (x∗i )′.
For each i = 1, . . . , k − 1, the number of times that t occurs between lxi and lxi+1

equals occ(t, yi+1) in w, and the number of times that t occurs between f x∗i and f x∗i+1
equals occ(t, y∗i ) in w. Since occ(t, yi+1) . 0 (mod n) and occ(t, y∗i ) . 0 (mod n) in
w, it follows from condition (III) that occ(t, y′i+1) . 0 (mod n) and occ(t, (y∗i )′) . 0
(mod n) in w′, respectively. Consequently, w′ ∈ Pk.

Case 2. w′(x1, x2, . . . , xk) ∈ Rk. Without loss of generality, we may assume that
w′(x1, x2, . . . , xk) = ẋ′kẋ′k−1 · · · ẋ

′
1(ẋ∗k)′(ẋ∗k−1)′ · · · (ẋ∗1)′ for some ẋ′i ∈ Ẋi and (ẋ∗i )′ ∈ Ẋ∗i .

Then w′ can be written in the form

w′ = ẏ′kẏ′k−1 · · · ẏ
′
1t′(ẏ∗k)′(ẏ∗k−1)′ · · · (ẏ∗1)′,

where t′ ∈ {t}×, ẏ′i ∈ {t, x1, . . . , xi}
× · xi, ẏ′i(x1, . . . , xk) = ẋ′i , (ẏ∗i )′ ∈ x∗i · {t, x∗i , . . . , x∗k}

×

and (ẏ∗i )′(x1, . . . , xk) = (ẋ∗i )′.
For each i = 1, . . . , k − 1, the number of times that t occurs between lxi and lxi+1

equals occ(t, yi+1) in w, and the number of times that t occurs between f x∗i and f x∗i+1
equals occ(t, y∗i ) in w. Since occ(t, yi+1) . 0 (mod n) and occ(t, y∗i ) . 0 (mod n) in
w, it follows from condition (III) that occ(t, (ẏ∗i+1)′) . 0 (mod n) and occ(t, ẏ′i) . 0
(mod n) in w′, respectively. Consequently, w′ ∈ Qk. �

Lemma 3.6. Suppose that (S , ∗) is an involution monoid satisfying condition (II) in
Theorem 3.1. Let xayb ≈ w be a word identity satisfied by (S , ∗), where a, b ≥ 1. Then
w = xcyd for some c, d ≥ 1.

Proof. Let xayb ≈ w be a word identity satisfied by the involution monoid (S , ∗). Then
it follows from Lemma 3.3 that con(w) = {x, y}. Suppose that some occurrence of y
precedes some occurrence of x in w. Then yx must be a factor of w, which implies that
(S , ∗) satisfies the word identity

y∗xaybx∗ ≈ y∗wx∗ = y∗ · · · yx · · · x∗,

where ly∗ ≺ lx ≺ f y ≺ f x∗ in y∗xaybx∗, while ly∗ ≺ f y ≺ lx ≺ f x∗ in y∗wx∗. This
contradicts condition (II). Therefore, each occurrence of x precedes every occurrence
of y in w and so the form of w must be xcyd for some c, d ≥ 1. �

A word identity w ≈ w′ is said to be k-limited if w,w′ ∈ (A ∪A∗)+ and |A| ≤ k.
For any involution semigroup (S , ∗), let idk(S , ∗) denote the set of all k-limited word
identities satisfied by (S , ∗).
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Lemma 3.7. Suppose that (S , ∗) is an involution monoid satisfying conditions (II) and
(III) in Theorem 3.1. Let s ≈ s′ be an identity which is directly deducible from some
identity in idk(S , ∗) with bsc ∈ Pk+1. Then bs′c ∈ Pk+1.

Proof. Let w ≈ w′ be a word identity in idk(S , ∗) from which the identity s ≈ s′ is
directly deducible. Then there is a substitution ϕ : A → T(A) such that wϕ is a
subterm of s, and replacing this particular subterm wϕ of s with w′ϕ results in s′.
Then, by Remark 2.1, either bwϕc or b(wϕ)∗c is a factor of bsc. It suffices to consider
the former case, since the latter is similar. Hence, there exist words e, f ∈ (A ∪A∗)×

such that bsc = ebwϕcf. Since s′ is obtained by replacing wϕ in s with w′ϕ, it follows
that bs′c = ebw′ϕcf. By the assumption of this lemma,

bsc = y1y2 · · · yk+1ty∗1y∗2 · · · y
∗
k+1

for some t ∈ T, yi ∈ Yi, y∗i ∈ Y∗i , occ(t, yi) . 0 (mod n) for i = 2, . . . , k + 1 and
occ(t, y∗i ) . 0 (mod n) for i = 1, . . . , k. Since ebwϕcf ∈ Pk+1 and the word identity
ebwϕcf ≈ ebw′ϕcf is satisfied by the involution monoid (S , ∗), it follows from
Lemma 3.5 that ebw′ϕcf ∈ Pk+1 ∪ Qk+1. Aiming for a contradiction, suppose that
ebw′ϕcf ∈ Qk+1. In ebw′ϕcf, lxk+1 ≺ lxk ≺ · · · ≺ lx1 ≺ f x∗k+1 ≺ f x∗k ≺ · · · ≺ f x∗1, while
in ebwϕcf, the reverse lx1 ≺ lx2 ≺ · · · ≺ lxk+1 ≺ f x∗1 ≺ f x∗2 ≺ · · · ≺ f x∗k+1 is true. Hence,
the word bwϕc contains all the variables x1, x2, . . . , xk+1, x∗1, x∗2, . . . , x∗k+1, whence it
contains a factor of the form

x1y2 · · · yk+1ty∗1y∗2 · · · y
∗
k x∗k+1.

Suppose that there exists a variable s ∈ con(w) such that bsϕc contains the factor
xk+1tx∗1 of bwϕc. Then xk+1tx∗1 is a factor of bw′ϕc, since s ∈ con(w′) by Lemma 3.3.
But it is easy to see that none of the words in Qk+1 contains xk+1tx∗1 as a factor, which
contradicts ebw′ϕcf ∈ Qk+1. Therefore, there is no variable s in w such that bsϕc
contains the factor xk+1tx∗1 and so we may assume that w = w1w2, where

(i) bw1ϕc = · · · x1y2 · · · yk+1tδ1 , bw2ϕc = tδ2 y∗1y∗2 · · · y
∗
k x∗k+1 · · · and tδ1 tδ2 = t for some

δ1, δ2 ≥ 0.

Since bw1ϕc contains all of lx1, . . . , lxk+1 in wϕ, the number of the last occurrence
of variables in bw1ϕc is k + 1. But w1 contains at most k variables ofA, whence there
must exist a variable s in w1 such that bsϕc contains at least two of {lx1, . . . , lxk+1}.
Without loss of generality, we may assume that s1 in w1 is the last variable such that
bs1ϕc contains at least two of {lx1, . . . , lxk+1}, that is, w1 = p1s1q1, where

(ii) bs1ϕc = · · · xg−1ygy for some g ≥ 2 and y is a possibly empty prefix of yg+1 with
y , yg+1 and

(iii) con(bq1ϕc) = {t, xg+1, . . . , xk+1} and each variable in bq1ϕc contains at most one
of {lxg+1, . . . , lxk+1}.

Similarly, there must exist a variable s in w2 such that bsϕc contains at least two of
{ f x∗1, . . . , f x∗k+1}. Without loss of generality, we may assume that s2 in w2 is the first
variable such that bs2ϕc contains at least two of { f x∗1, . . . , f x∗k+1}, that is, w2 = q2s2p2,
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where

(iv) bs2ϕc = y∗y∗hx∗h+1 · · · for some h ≤ k and y∗ is a possibly empty suffix of y∗h−1 with
y∗ , y∗h−1 and

(v) con(bq2ϕc) = {t, x∗1, . . . , x∗h−1} and each variable in bq2ϕc contains at most one of
{ f x∗1, . . . , f x∗h−1}.

It follows from (ii) and (iii) that s1 < con(q1). Since bs1ϕc = · · · xg−1ygy is not a
factor of bw2ϕc by (i), s1 < con(w2). Since t ∈ con(yg) ( con(bs1ϕc) by (ii) and
t∗ < con(bwϕc), bs∗1ϕc is not a factor of bwϕc and so s∗1 < con(w). Hence

(vi) s1 < con(q1w2) and s∗1 < con(w).

Similarly,

(vii) s2 < con(w1q2) and s∗2 < con(w).

Therefore, w(s1, s2) = sa
1sb

2 for some a, b ≥ 1. From Lemma 3.6, w′(s1, s2) = sc
1sd

2 for
some c, d ≥ 1. Thus, w′ can be written in the form w′ = p′1s1q′s2p′2, where

(viii) s1 < con(q′p′2), s2 < con(p′1q′) and s∗1, s
∗
2 < con(w′).

Consequently,
bw′ϕc = bp′1ϕcbs1ϕcbq′ϕcbs2ϕcbp′2ϕc.

Since bw′ϕc ∈ Qk+1 by assumption, lxk+1 ≺ lxk ≺ · · · ≺ lx1 ≺ f x∗k+1 ≺ f x∗k ≺ · · · ≺ f x∗1 in
bw′ϕc. Then it follows from (ii) and (iv) that ẏg−1 · · · ẏ1tẏ∗k+1 · · · ẏ

∗
h+1 must be a factor

of bq′ϕc for some t ∈ T, ẏi ∈ Ẏi and ẏ∗i ∈ Ẏ∗i . Hence, x1 ∈ con(bq′ϕc) by g ≥ 2. But, in
the following, we will show that x1 < con(bq′ϕc), which is a contradiction. Therefore,
bw′ϕc < Qk+1 and so bw′ϕc ∈ Pk+1.

Now we prove that x1 < con(bq′ϕc). Without loss of generality, we may assume that
x1 ∈ con(bzϕc) for some z ∈ con(w). Then it suffices to show that z < con(q′). Seeking
a contradiction, suppose that z ∈ con(q′). Then z , s1 by (viii). It follows from (iii)
that z < con(q1) and from (i) that z < con(w2) and z∗ < con(w1). Hence

(ix) z ∈ con(p1) \ con(s1q1w2) and z∗ < con(w1).

Now, by (vi) and (ix),

zw(z, s1)z∗s∗1 ∈ z · {z, s1}
+︸ ︷︷ ︸

p1(z,s1)

·s1 · {z∗}×︸︷︷︸
(q1w2)(z,s1)

·z∗s∗1

and by (viii) and bw′ϕc ∈ Qk+1,

zw′(z, s1)z∗s∗1 ∈ z · {z, s1}
×︸ ︷︷ ︸

p′1(z,s1)

·s1 · z · {z, z∗}×︸     ︷︷     ︸
q′(z,s1)

· {z∗}×︸︷︷︸
(s2p′2)(z,s1)

·z∗s∗1.

But this implies that (S , ∗) satisfies the word identity zw(z, s1)z∗s∗1 ≈ zw′(z, s1)z∗s∗1,
where lz ≺ ls1 ≺ f z∗ ≺ f s∗1 in zw(z, s1)z∗s∗1, while ls1 ≺ lz ≺ f z∗ ≺ f s∗1 in zw′(z, s1)z∗s∗1.
This contradicts condition (II). Hence, z < con(q′), as required. �

Proof of Theorem 3.2. Let (S , ∗) be any involution monoid satisfying (I)–(III) in
Theorem 3.2. Then there exists some set Σ of word identities such that (1.1) ∪ Σ is an
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identity basis for (S , ∗). Working toward a contradiction, suppose that the involution
monoid (S , ∗) is finitely based. Then, by Lemma 2.3, there exists a finite subset Σfin of
Σ such that all identities of (S , ∗) are deducible from (1.1) ∪ Σfin. Hence, there exists
some fixed integer k such that Σfin ⊆ Σ ∩ idk(S , ∗). Since the involution monoid (S , ∗)
satisfies some word identity pk+1 ≈ qk+1 by (I), there exists some sequence

pk+1 = s1, s2, . . . , sm = qk+1

of terms such that each identity si ≈ si+1 is directly deducible from some identity
wi ≈ w′i in (1.1) ∪ Σfin. The equality bs1c = pk+1 ∈ Pk+1 holds by Remark 2.2. If
bsic ∈ Pk+1 for some i ≥ 1, then there are two cases depending on whether the identity
wi ≈ w′i is from (1.1) or Σfin. If wi ≈ w′i is from (1.1), then bsic = bsi+1c by Remark 2.2,
whence bsi+1c ∈ Pk+1. If wi ≈ w′i is from Σfin, then bsi+1c ∈ Pk+1 by Lemma 3.7. In any
case, bsi+1c ∈ Pk+1 and, by induction, bsic ∈ Pk+1 for all i. This gives the contradiction
qk+1 = bsmc ∈ Pk+1, so the involution monoid (S , ∗) is nonfinitely based. �

4. Nonfinitely based involution semigroups of triangular matrices

In this section, as applications of Theorem 3.2, we explore the finite basis problem
for the involution monoids (UT2(F), ∗), (UT±1

2 (F), ∗) and (T2(F), ∗). Throughout this
section, char(F) means the characteristic of a field F and p is always a prime.

Recall that for each matrix A =
(a11 a12

0 a22

)
∈ T2(F), the skew transposition of A is

A∗ =
(a22 a12

0 a11

)
. Clearly, (A)11 = (A∗)22, (A)22 = (A∗)11 and (A)12 = (A∗)12.

Remark 4.1. Let w,w′ ∈ (A ∪ A∗)+ be such that occ(x,w) = occ(x,w′) for any
x ∈ con(ww′). Then, for any substitution ϕ : A → T2(F), (wϕ)11 = (w′ϕ)11 and
(wϕ)22 = (w′ϕ)22. Therefore, wϕ = w′ϕ holds in T2(F) if and only if (wϕ)12 = (w′ϕ)12.

Lemma 4.2. For each k ≥ 2 and any field F, the involution semigroup (UT2(F), ∗)
satisfies the word identity uk ≈ u′k, where

uk = tx1tx2 · · · txktx∗1tx∗2 · · · tx
∗
kt, u′k = txktxk−1 · · · tx1tx∗ktx∗k−1 · · · tx

∗
1t.

Proof. Let ϕ be any substitution into UT2(F). From Remark 4.1, (ukϕ)11 = (u′kϕ)11
and (ukϕ)22 = (u′kϕ)22. Therefore, it suffices to show that (ukϕ)12 = (u′kϕ)12. There are
three cases.

Case 1. (tϕ)22 = 0. Then

(ukϕ)12 = ((tx1tx2 · · · txktx∗1tx∗2 · · · tx
∗
kt)ϕ)12

= ((tx1tx2 · · · txktx∗1tx∗2 · · · tx
∗
k)ϕ)11(tϕ)12

= ((txktxk−1 · · · tx1tx∗ktx∗k−1 · · · tx
∗
1)ϕ)11(tϕ)12 (by Remark 4.1)

= ((txktxk−1 · · · tx1tx∗ktx∗k−1 · · · tx
∗
1t)ϕ)12 = (u′kϕ)12,

as required.

Case 2. (tϕ)11 = 0. This case follows from the dual result of Case 1.
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Case 3. (tϕ)11 = (tϕ)22 = 1. Then it is easy to see that (tϕ)∗ = tϕ. Hence,

(ukϕ)12 = ((tx1tx2 · · · txktx∗1tx∗2 · · · tx
∗
kt)ϕ)12

= ((tx1tx2 · · · txktx∗1tx∗2 · · · tx
∗
kt)ϕ)∗12

= ((tx1tx2 · · · txktx∗1tx∗2 · · · tx
∗
kt)∗ϕ)12

= ((t∗xkt∗xk−1 · · · t∗x1t∗x∗kt∗x∗k−1 · · · t
∗x∗1t∗)ϕ)12

= ((t∗ϕ)(xkϕ)(t∗ϕ)(xk−1ϕ) · · · (t∗ϕ)(x1ϕ)(t∗ϕ)(x∗kϕ)(t∗ϕ)(x∗k−1ϕ) · · · (t∗ϕ)(x∗1ϕ)(t∗ϕ))12

= ((tϕ)(xkϕ)(tϕ)(xk−1ϕ) · · · (tϕ)(x1ϕ)(tϕ)(x∗kϕ)(tϕ)(x∗k−1ϕ) · · · (tϕ)(x∗1ϕ)(tϕ))12

= ((txktxk−1 · · · tx1tx∗ktx∗k−1 · · · tx
∗
1t)ϕ)12 = (u′kϕ)12,

as required. �

Lemma 4.3. For each k ≥ 2 and any field F, the involution semigroup (UT±1
2 (F), ∗)

satisfies the word identity vk ≈ v′k, where

vk = t2x1t2x2 · · · t2xkt2x∗1t2x∗2 · · · t
2x∗kt2, v′k = t2xkt2xk−1 · · · t2x1t2x∗kt2x∗k−1 · · · t

2x∗1t2.

Proof. Let ϕ be any substitution into UT±1
2 (F). Then it follows from Remark 4.1

that (vkϕ)11 = (v′kϕ)11 and (vkϕ)22 = (v′kϕ)22. Therefore, it suffices to show that
(vkϕ)12 = (v′kϕ)12. Without loss of generality, we may assume that tϕ =

(t11 t12
0 t22

)
, where

t11, t22 ∈ {0, 1,−1} and t12 ∈ F. Then

t2ϕ =

(
t2
11 t11t12 + t12t22
0 t2

22

)
.

Since t11, t22 ∈ {0, 1,−1}, it follows that t2
11, t

2
22 ∈ {0, 1}. There are three cases.

Case 1. (t2ϕ)22 = 0. Then (vkϕ)12 = (v′kϕ)12 holds by a very similar argument to Case
1 of Lemma 4.2.

Case 2. (t2ϕ)11 = 0. This follows from the dual result of Case 1.

Case 3. (t2ϕ)11 = (t2ϕ)22 = 1. It is easy to see that (t2ϕ)∗ = t2ϕ. Then (vkϕ)12 = (v′kϕ)12
holds by a very similar argument to Case 3 of Lemma 4.2. �

Lemma 4.4. For each k ≥ 2 and any field F with char(F) = p, the involution monoid
(T2(F), ∗) satisfies the word identity pk ≈ p′k, where

pk = tp−1x1tp−1x2tp−1 · · · xktp−1x∗1tp−1x∗2tp−1 · · · x∗ktp−1,

p′k = tp−1xktp−1xk−1tp−1 · · · x1tp−1x∗ktp−1x∗k−1tp−1 · · · x∗1tp−1.

Proof. Let ϕ be any substitution into T2(F). From Remark 4.1, (pkϕ)11 = (p′kϕ)11 and
(pkϕ)22 = (p′kϕ)22. Therefore, it suffices to show that (pkϕ)12 = (p′kϕ)12. Without loss
of generality, we may assume that tϕ =

(t11 t12
0 t22

)
, where t11, t22, t12 ∈ F. Then

tp−1ϕ =

(
tp−1
11 s
0 tp−1

22

)
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for some appropriate s ∈ F. It follows from Fermat’s little theorem that if (t11, p) = 1,
then tp−1

11 ≡ 1 (mod p); if (t11, p) , 1, then t11 = kp for some k and so tp−1
11 ≡ 0 (mod p).

Hence, tp−1
11 ∈ {0, 1}. Similarly, tp−1

22 ∈ {0, 1}. There are three cases.

Case 1. (tp−1ϕ)22 = 0. Then (pkϕ)12 = (p′kϕ)12 holds by a very similar argument to
Case 1 of Lemma 4.2.

Case 2. (tp−1ϕ)11 = 0. This follows from the dual result of Case 1.

Case 3. (tp−1ϕ)11 = (tp−1ϕ)22 = 1. Then it is easy to see that (tp−1ϕ)∗ = tp−1ϕ. Then
(pkϕ)12 = (p′kϕ)12 holds by a very similar argument to Case 3 of Lemma 4.2. �

Lemma 4.5. Suppose that w ≈ w′ is any word identity satisfied by the involution monoid
(UT2(F), ∗) with any field F. Then con(w) = con(w′).

Proof. Suppose that x ∈ con(w) \ con(w′) for some x. Let ϕ : A→ UT2(F) be the
substitution that maps x to

(1 0
0 0

)
and any other variable to

(1 0
0 1

)
. Then

(wx∗)ϕ ∈
{(

1 0
0 0

)
,

(
0 0
0 1

)}×
·

(
1 0
0 0

)
·

{(
1 0
0 0

)
,

(
0 0
0 1

)}×
·

(
0 0
0 1

)
=

(
0 0
0 0

)
and

(w′x∗)ϕ ∈
{(

0 0
0 1

)}×
·

(
0 0
0 1

)
=

(
0 0
0 1

)
,

which implies the contradiction (wx∗)ϕ , (w′x∗)ϕ. Consequently, the inclusion
con(w) ⊆ con(w′) holds. The inclusion con(w′) ⊆ con(w) holds by symmetry. �

Lemma 4.6. Suppose that the involution monoid (UT2(F), ∗) with any field F satisfies a
word identity w ≈ w′ and lx ≺ ly ≺ f x∗ ≺ f y∗ in w for some x, y, x∗, y∗ ∈ con(w). Then
either lx ≺ ly ≺ f x∗ ≺ f y∗ or ly ≺ lx ≺ f y∗ ≺ f x∗ holds in w′.

Proof. Clearly, w(x, y) ∈ {x, y}× · x · {y}× · yx∗ · {x∗}× · y∗ · {x∗, y∗}×. It follows from
Lemma 4.5 that con(w′(x, y)) = {x, y, x∗, y∗}. To complete the proof, it remains to show
that none of xx∗, yy∗, x∗x, y∗y, x∗y and y∗x is a factor of w′(x, y). Working toward a
contradiction, suppose that one of xx∗, yy∗, x∗x, y∗y, x∗y and y∗x is a factor of w′(x, y).
Then, by letting ϕ be the substitution that maps x to

(1 0
0 0

)
and y to

(1 1
0 0

)
,

w(x, y)ϕ ∈
{(

1 0
0 0

)
,

(
1 1
0 0

)}×
·

(
1 0
0 0

)
·

{(
1 1
0 0

)}+

·

{(
0 0
0 1

)}+

·

(
0 1
0 1

)
·

{(
0 0
0 1

)
,

(
0 1
0 1

)}×
=

{(
1 0
0 0

)
,

(
1 1
0 0

)}×
·

(
0 1
0 0

)
·

{(
0 0
0 1

)
,

(
0 1
0 1

)}×
=

(
0 1
0 0

)
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and

w′(x, y)ϕ ∈



· · ·

1 0
0 0

 · 0 0
0 1

 · · · = 0 0
0 0

 if xx∗ is a factor of w′(x, y),

· · ·

1 1
0 0

 · 0 1
0 1

 · · · ∈

0 0
0 0

 , 0 2
0 0


 if yy∗ is a factor of w′(x, y),

· · ·

0 0
0 1

 · 1 0
0 0

 · · · = 0 0
0 0

 if x∗x is a factor of w′(x, y),

· · ·

0 1
0 1

 · 1 1
0 0

 · · · = 0 0
0 0

 if y∗y is a factor of w′(x, y),

· · ·

0 0
0 1

 · 1 1
0 0

 · · · = 0 0
0 0

 if x∗y is a factor of w′(x, y),

· · ·

0 1
0 1

 · 1 0
0 0

 · · · = 0 0
0 0

 if y∗x is a factor of w′(x, y),

which implies the contradiction w(x, y)ϕ , w′(x, y)ϕ. Therefore, none of xx∗, yy∗, x∗x,
y∗y, x∗y and y∗x is a factor of w′(x, y), whence the only possibility of w′(x, y) is either
{x, y}× · x · {y}× · yx∗ · {x∗}× · y∗ · {x∗, y∗}× or {x, y}× · y · {x}× · xy∗ · {y∗}× · x∗ · {x∗, y∗}×.
Hence, either lx ≺ ly ≺ f x∗ ≺ f y∗ or ly ≺ lx ≺ f y∗ ≺ f x∗ holds in w′. �

Lemma 4.7. Suppose that the involution monoid (UT2(F), ∗) satisfies a word identity of
the form w = · · · lx a f x∗ · · · ≈ · · · lx a′ f x∗ · · · = w′ for some words a, a′. Then, for any
variable t ∈ con(w) and t∗ < con(w):

(i) occ(t, a) ≡ occ(t, a′) (mod p) if char(F) = p; and
(ii) occ(t, a) = occ(t, a′) if char(F) = 0.

Proof. From Lemma 4.5, t ∈ con(w′), t∗ < con(w′). Let a = occ(t, a), b = occ(t, a′).
Let ϕ be the substitution that maps t to

(1 1
0 1

)
, x to

(1 0
0 0

)
and y , x, t to

(1 0
0 1

)
. Then

wϕ = (· · · lx a f x∗· · ·)ϕ

=

{(
1 1
0 1

)
,

(
1 0
0 0

)}×
·

((
1 0
0 0

)
·

(
1 1
0 1

)a

·

(
0 0
0 1

))
·

{(
1 1
0 1

)
,

(
0 0
0 1

)}×
=

{(
1 1
0 1

)
,

(
1 0
0 0

)}×
·

(
0 a
0 0

)
·

{(
1 1
0 1

)
,

(
0 0
0 1

)}×
=

(
0 a
0 0

)
and

w′ϕ = (· · · lx a′ f x∗· · ·)ϕ

=

{(
1 1
0 1

)
,

(
1 0
0 0

)}×
·

(1 0
0 0

)
·

(
1 1
0 1

)b

·

(
0 0
0 1

) · {(1 1
0 1

)
,

(
0 0
0 1

)}×
=

{(
1 1
0 1

)
,

(
1 0
0 0

)}×
·

(
0 b
0 0

)
·

{(
1 1
0 1

)
,

(
0 0
0 1

)}×
=

(
0 b
0 0

)
.
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Since the involution monoid (UT2(F), ∗) satisfies the word identity w ≈ w′, it follows
that

(0 a
0 0

)
=

(0 b
0 0

)
. Therefore, if char(F) = p, then a ≡ b (mod p); and, if char(F) = 0,

then a = b. �

Theorem 4.8. For any field F, the involution monoid (UT2(F), ∗) is nonfinitely based.

Proof. Let char(F) = p. Take n = p. By Lemmas 4.2, 4.6 and 4.7(i), the involution
monoid (UT2(F),∗ ) satisfies conditions (I), (II) and (IV) of Theorem 3.2, respectively.
The result thus follows from Theorem 3.2.

Let char(F) = 0. Let n ≥ 2 be any integer. By Lemmas 4.2, 4.6 and 4.7(ii), the
involution monoid (UT2(F), ∗) satisfies conditions (I), (II) and (IV) of Theorem 3.2,
respectively. The result thus follows from Theorem 3.2. This result can also be derived
from [24, Theorem 12]. �

Theorem 4.9. Let n = p be a prime and (S , ∗) be any involution monoid that satisfies
condition (I). Suppose that the involution monoid (UT2(F), ∗) with char(F) = p belongs
to the variety generated by (S , ∗). Then (S , ∗) is nonfinitely based.

Proof. From Lemmas 4.6 and 4.7(i), the involution monoid (UT2(F), ∗) satisfies
conditions (II) and (IV) of Theorem 3.2, respectively. Since (UT2(F), ∗) belongs to
the variety generated by the involution monoid (S , ∗), it follows that (S , ∗) also satisfies
conditions (II) and (IV) of Theorem 3.2. By Theorem 3.2, (S , ∗) is nonfinitely based. �

Theorem 4.10. Let n ≥ 2 be an integer and (S , ∗) be any involution monoid that satisfies
condition (I). Suppose that the involution monoid (UT2(F), ∗) with char(F) = 0 belongs
to the variety generated by (S , ∗). Then (S , ∗) is nonfinitely based.

Proof. From Lemmas 4.6 and 4.7(ii), the involution monoid (UT2(F), ∗) satisfies
conditions (II) and (IV) of Theorem 3.2, respectively. Since (UT2(F), ∗) belongs to
the variety generated by the involution monoid (S , ∗), it follows that (S , ∗) also satisfies
conditions (II) and (IV) of Theorem 3.2. By Theorem 3.2, (S , ∗) is nonfinitely based. �

Corollary 4.11. For any field F, the involution monoid (UT±1
2 (F), ∗) is nonfinitely

based.

Proof. Since (UT2(F), ∗) is an involution submonoid of (UT±1
2 (F), ∗), the result

follows from Lemma 4.3 and Theorem 4.9 if char(F) = p, and from Lemma 4.3 and
Theorem 4.10 if char(F) = 0. �

Corollary 4.12. For any field F, the involution monoid (T2(F), ∗) is nonfinitely based.

Proof. Note that (UT2(F), ∗) is an involution submonoid of (T2(F), ∗). If char(F) = p,
then the result follows from Lemma 4.4 and Theorem 4.9; if char(F) = 0, then the
result follows from [24, Corollary 14]. �

Theorem 4.13. For any field F, the involution monoids (UT2(F), ∗), (UT±1
2 (F), ∗) and

(T2(F), ∗) are nonfinitely based.

Proof. It follows from Theorem 4.8 and Corollaries 4.11 and 4.12. �
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Remark 4.14. It is clear that the proof of Theorem 4.13 works for all involution
monoids (UT2(R), ∗), (UT±1

2 (R), ∗) and (T2(R), ∗), where R is an associative ring with
a unit element 1 such that either:

(†) for every positive integer n, 1 + 1 + · · · + 1︸            ︷︷            ︸
n

, 0; or

(‡) for some prime p, 1 + 1 + · · · + 1︸            ︷︷            ︸
p

= 0.

Therefore, Theorem 4.13 is still true if we substitute the field F by an arbitrary
associative ring R with a unit element 1 satisfying either (†) or (‡). In particular,
Theorem 4.13 is true for any integral domain or division ring. For example, the
involution monoids (UT2(Z), ∗), (UT±1

2 (Z), ∗), (T2(Z), ∗), (UT2(Zp,
∗), (UT±1

2 (Zp), ∗)
and (T2(Zp), ∗), where Z is the ring of integers and Zp is the ring of integers modulo p,
are nonfinitely based.
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